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#### Abstract

Ever since the Lie algebra method was introduced to construct finite dimensional nonlinear filters by Brockett and Mitter independently, there has been an intense interest in classifying all finite dimensional estimation algebras and finding new classes of finite dimensional recursive filters. The estimation algebra method has been proven to be an invaluable tool in the nonlinear filtering theory. This article considers the finite dimensional estimation algebras derived from a nonlinear filtering system with state dimension n , linear rank $\mathrm{n}-1$, and constant Wong matrix. Related theories of the underdetermined partial differential equations and the Euler operator are applied to classify the estimation algebras. It is proved that the Mitter conjecture holds and the dimension of the finite dimensional estimation algebras must be $2 n$ or $2 n+1$ with the abovementioned conditions. Therefore, we can construct the explicit solution of filtering systems by Wei-Norman approach. This result is of great significance because it is the first classification of nonmaximal rank finite dimensional estimation algebras with arbitrary state dimension.
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## I. INTRODUCTION

The filtering problem is a special type of state estimation problem whose goal is to estimate the present state $x_{t}$ given the observation history $\left\{y_{s}: 0 \leq s \leq t\right\}$. The problem of the linear filtering system with Gaussian initial distributions has already been solved by the well-known Kalman filter proposed by Kalman and Bucy [1], [2]. Thereafter, there have been a lot of interests in studying the nonlinear filtering problem. Different methods have been put forward to solve this problem. In the late 1960s and the early 1970s, "innovations method" was proposed by Kailath and then developed by Fujisaki et al. [3]. However, this method cannot solve the problem explicitly. In the late 1970s, Brockett and Clark [4], Brockett [5], and Mitter [6] established a novel method known as Lie algebra method motivated by the Wei-Norman technique [7], which allows one to express the solutions of time-varying linear differential equations when corresponding Lie algebra is finite dimensional. The method introduces the estimation

[^0]algebra of a filtering system. The meaning of the Lie algebra method is that if the estimation algebra is finite dimensional, its corresponding filtering system must be a finite dimensional recursive filter. Estimation algebra method can be widely applied in any filtering systems, such as engineering and physical models, which include navigation on aircraft and submarines, radar, tracking problem, trajectory detection, guidance, positioning, orbit determination, etc. The explicit structure of the estimation algebras is also of great significance. The famous Duncan-Mortensen-Zakai (DMZ) equation and its robust version describe the unnormalized probability density function of the state conditioned on the observation history [8]. By Wei-Norman technique, if the explicit basis of the estimations algebras is known, the DMZ equation can be solved. There are also many other ways to solve the DMZ equation. For example, Yau and Yau [9] proposed a novel effective method to solve the "pathwise-robust" DMZ equation. Recently, Chen et al.[10] and Shi et al. [11] put forward another method to solve the robust DMZ equation based on the "direct method" and Gaussian approximation.

Estimation algebra plays a critical role in algebraic classification in nonlinear filtering systems and has several merits. First, Lie algebra introduces notion of geometry. Second, it can explain why it is easier to find exact recursive filters for linear system but it is more difficult for some nonlinear systems, such as cubic sensor. Most importantly, once estimation algebra of a nonlinear system is finite dimensional, finite recursive filter can be constructed explicitly and it is universal in the sense of Maurel and Michel [12]. From the aspect of computation, the number of sufficient statistics linearly depends on state dimension n for all known finite dimensional estimation algebra.

For the practical importance of the estimation algebras in solving nonlinear filtering problems, Brockett [13] proposed the problem of classifying all finite dimensional estimation algebras. In 1987, Wong [14] introduced the concept of Wong's $\Omega$ matrix. Since the 1990s, Yau and $\mathrm{Hu}[15]$ completely classified all finite dimensional estimation algebras with maximal rank with arbitrary state dimension in a series of papers, and the results can be seen in [15]. The result shows that for a finite dimensional estimation algebra with maximal rank, the Wong's $\Omega$ matrix must be constant, the dimension of the estimation algebra is $2 n+2$, and Mitter conjecture holds, i.e., any polynomial in the estimation algebra is at most degree 1 . Since the 2000 s, Yau and his collaborators have started to focus on the finite dimensional estimation algebras with nonmaximal rank. Wu and Yau [16] classified all finite dimensional estimation algebras with state dimension 2. Shi and Yau [17], [18] have proved the linear structure of Wong's $\Omega$ matrix and the Mitter conjecture with state dimension 3 and linear rank 2. However, for the general classification of estimation algebra with nonmaximal rank on arbitrary state dimension, it is still an open and critical problem.

In the abovementioned studies of estimation algebras, the structure of Wong's $\Omega$ matrix plays an important role. However, a series of studies have shown that Wong's $\Omega$ matrix may not have simple structure. Shi et al. [19] constructed a novel class of finite dimensional estimation algebras with state dimension 3 and linear rank 1 whose Wong's $\Omega$ matrix is not constant. Dong et al. [20] constructed a new class of finite dimensional estimation algebras with state dimension 4 and linear rank 1 whose Wong's $\Omega$ matrix can be polynomials of any degree. Recently, Jiao and Yau [21] proved that for finite dimensional estimation algebras with arbitrary state dimension $n$ and linear rank $n-2$, the entries of

Wong's $\Omega$ matrix are not necessary to be polynomials. The complexity of Wong's $\Omega$ matrix have obstructed the classification of nonmaximal finite dimensional estimation algebras.

Therefore, in this article, we consider the structure of estimation algebras given the conditions that Wong's $\Omega$ matrix is constant. We will prove that if the Wong's $\Omega$ matrix is constant and the linear rank $r=n-1$, where $n$ is arbitrary state dimension, then Mitter conjecture holds and the classification can be finished. It is the first classification of nonmaximal rank finite dimensional estimation algebras with arbitrary state dimension.

The following are three main theorems of this article.
Theorem 1.1: Let $E$ be a finite dimensional estimation algebra with arbitrary state dimension $n$, linear rank $n-1$, and constant Wong's $\Omega$ matrix, then any polynomial in $E$ is at most degree 1, i.e., the Mitter conjecture holds in this case.

Theorem 1.2: Let $E$ be a finite dimensional estimation algebra with arbitrary state dimension $n$, linear rank $n-1$, and constant Wong's $\Omega$ matrix, then $\operatorname{dim} E=2 n$ or $\operatorname{dim} E=2 n+1$. Moreover, we have $E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A}$. or $E=<$ $L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, D_{n}+c x_{n}>_{L . A}$. in the sense of isomorphism.

Moreover, we can construct the solution of the robust DMZ equation (9) with these conditions.

Theorem 1.3: Let $E$ be the estimation algebra of system (3). Suppose E is finite dimensional with linear rank $n-1$ and constant Wong matrix. If $\operatorname{dim} E=2 n+1$, then the robust $\operatorname{DMZ}$ (9) has a solution for all $t$ of the form.

$$
\begin{equation*}
u(t, x)=e^{T(t)}\left(\prod_{i=1}^{n} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{n} e^{s_{i}(t) D_{i}}\right) e^{t L_{0}} \sigma_{0} \tag{1}
\end{equation*}
$$

If $\operatorname{dim} E=2 n$, then the robust $\operatorname{DMZ}$ (9) has a solution for all $t$ of the form

$$
\begin{equation*}
u(t, x)=e^{T(t)}\left(\prod_{i=1}^{n-1} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{n-1} e^{s_{i}(t) D_{i}}\right) e^{t L_{0}} \sigma_{0} \tag{2}
\end{equation*}
$$

$T, r_{i}$, and $s_{i}$ in the formula can be determined by the observation history $y_{i}$.

The rest of this article is organized as follows. In Section II, we will first recall some basic concepts and the derivation of this problem. Then, some important preliminary results and fundamental tools will be introduced. In Section III, we will first prove Theorem 1.1 and then derive Theorem 1.2 with the help of Theorem 1.1. In Section IV, we will prove Theorem 1.3 by Wei-Norman technique. Finally, Section V concludes this article.

## II. Basic Concepts and Preliminary Results

## A. Basic Concepts

In this article, the set of real numbers is denoted by $\mathbb{R} . \mathbb{R}^{k}$ refers to $k$-dimensional Euclidean space. $A=\left(a_{i j}\right)$ denotes a matrix $A$ with $i, j$-entry $a_{i j} \cdot \operatorname{rank}(A)$ denotes rank of matrix A. $\delta_{i j}$ denotes Kronecker symbol, which means $\delta_{i j}=1$ if $i=j$; otherwise, $\delta_{i j}=0$. Let $C^{\infty}(U)$ be the set of smooth function defined on $U$. $\operatorname{span}\left\{v_{1}, \ldots, v_{k}\right\}$ refers to a linear space spanned by vectors $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$.

Our study is based on the following continuous signal observation model:

$$
\left\{\begin{array}{l}
d x(t)=f(x(t)) d t+g(x(t)) d v(t), x(0)=x_{0}  \tag{3}\\
d y(t)=h(x(t)) d t+d w(t), y(0)=0
\end{array}\right.
$$

where $x(t)$ is the state of the system at time $t$ in $\mathbb{R}^{n}(n$ is known as state dimension), $y(t)$ is the observation at time $t$ in $\mathbb{R}^{m}$, and $v$ and $w$ are independent standard Brownian motions that take values in $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively. Assume $f$ and $h$ are $C^{\infty}$ smooth functions and $g(x(t))$ is an orthogonal matrix for any $t$.

Define $\rho(t, x)=p(x(t) \mid y(s), 0 \leq s \leq t)$ and let $\sigma(t, x)$ to be the unnormalized version of $\rho(t, x)$. We have the well-known DMZ equation [8] as follows:

$$
\left\{\begin{array}{l}
d \sigma(t, x)=L_{0} \sigma(t, x) d t+\sum_{i=1}^{m} L_{i} \sigma(t, x) \circ d y_{i}(t)  \tag{4}\\
\sigma(0, x)=\sigma_{0}
\end{array}\right.
$$

where

$$
\begin{equation*}
L_{0}=\frac{1}{2} \sum_{i=1}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}}-\sum_{i=1}^{n} f_{i} \frac{\partial}{\partial x_{i}}-\sum_{i=1}^{n} \frac{\partial f_{i}}{\partial x_{i}}-\frac{1}{2} \sum_{i=1}^{m} h_{i}^{2} \tag{5}
\end{equation*}
$$

and $L_{i}$ is the operator of multiplication by $h_{i}$. The term $\sigma_{0}$ is the probability density of the initial state $x_{0}$. It is worth noticing that the DMZ equation is written in the Stratonovich sense in the Lie algebra method while the previous filtering system is in the sense of Ito integral.

Filtering system is considered as Ito sense and DMZ equation is written in the Stratonovich sense.

In order to represent the operator $L_{0}$ in a more compact form, we introduce

$$
\begin{align*}
D_{i} & =\frac{\partial}{\partial x_{i}}-f_{i} \\
\eta & =\sum_{i=1}^{n} \frac{\partial f_{i}}{\partial x_{i}}+\sum_{i=1}^{n} f_{i}^{2}+\sum_{i=1}^{m} h_{i}^{2} . \tag{6}
\end{align*}
$$

Then,

$$
\begin{equation*}
L_{0}=\frac{1}{2}\left(\sum_{i=1}^{n} D_{i}^{2}-\eta\right) \tag{7}
\end{equation*}
$$

In real applications, we focus more on the robust state estimator from the observation history with some properties of robustness. Davis [22] considered this problem and proposed some robust algorithms. His basic idea is reduced to consider the following unnormalized density in our case:

$$
\begin{equation*}
u(t, x)=\exp \left(-\sum_{i=1}^{m} h_{i}(x) y_{i}(t)\right) \sigma(t, x) . \tag{8}
\end{equation*}
$$

Then, we have the following robust DMZ equation:
where [,] is the Lie bracket defined as follows.
It is obvious to see that $\sigma(t, x)$ can be solved if we can construct the solution of the robust DMZ (9).
Definition 2.1: Let $V$ be a real vector space with a dyadic operation $(x, y) \rightarrow[x, y]$. Then, $V$ can be seen as a Lie algebra and the operation can be called as Lie bracket if the operation satisfies the following three properties:

1) the operation is bilinear;
2) $[x, x]=0$ for all $x \in V$;
3) $[x,[y, z]]+[y,[x, z]]+[z,[x, y]]=0$ for all $x, y, z \in V$.

Definition 2.2: Let $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$ be two Lie algebras. An isomorphism $f: \mathfrak{g} \rightarrow \tilde{\mathfrak{g}}$ is a linear map and satisfies the following.

1) $f$ is a bijection.
2) $f$ is a homomorphism of Lie algebras, i.e., $f\left(\left[g_{1}, g_{2}\right]\right)=$ $\left[f\left(g_{1}\right), f\left(g_{2}\right)\right]$ for any $g_{1}, g_{2} \in \mathfrak{g}$.

If there exists an isomorphism, we denote $\mathfrak{g}$ is isomorphic to $\tilde{\mathfrak{g}}$, i.e., $\mathfrak{g} \cong \tilde{\mathfrak{g}}$.

Remark 2.3: If two Lie algebras are isomorphic, then they have the same Lie algebra structure.

Definition 2.4: If $X$ and $Y$ are differential operators, then the Lie bracket can be defined by $[X, Y] \phi=X(Y \phi)-Y(X \phi)$ for any $C^{\infty}$ function $\phi$.

Definition 2.5: The estimation algebra $E$ of a filtering system (3) is defined as the Lie algebra generated by $L_{0}, L_{1}, \ldots, L_{m}$. Equivalently, we denote $E=<L_{0}, L_{1}, \ldots, L_{m}>_{\text {L.A. }}$.

Definition 2.6: The Wong matrix $\Omega=\left(\omega_{i j}\right)$ is defined by $\omega_{i j}=$ $\left[D_{j}, D_{i}\right]=\frac{\partial f_{j}}{\partial x_{i}}-\frac{\partial f_{i}}{\partial x_{j}}$. It is obvious to see $\omega_{i j}=-\omega_{j i}$.

Definition 2.7: Let $L(E) \subset E$ be the vector space consisting of all the homogeneous degree 1 polynomials in $E$. Then the linear rank of estimation algebra $E$ is defined by $r:=\operatorname{dim} L(E)$.

Definition 2.8: Let $I=\left\{i_{1}, \ldots, i_{l}\right\}$ be a subset of $\{1, \ldots, n\}$. The Euler operator $E_{i_{1}, \ldots, i_{l}}(\phi)=\sum_{i \in I} x_{i} \frac{\partial \phi}{\partial x_{i}}$.

Definition 2.9: Let $U_{l}$ be the set of differential operators in the form

$$
\begin{equation*}
\sum_{i_{1}+\cdots+i_{n} \leq l} a_{i_{1}, \ldots, i_{n}} D_{1}^{i_{1}} \ldots D_{n}^{i_{n}} \tag{10}
\end{equation*}
$$

where $a_{i_{1}, \ldots, i_{n}} \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Define $E_{l}:=E \cap U_{l}$.
The following notations are used in this article.

1) $V$ is a subspace of $E, A, B \in E$, then we say $A=B(\bmod V)$ if $A-B \in V$.
2) $\operatorname{pol}_{k}\left(x_{i_{1}}, \ldots x_{i_{m}}\right)$ denotes a polynomial of degree at most $k$ in $x_{i_{1}}, \ldots, x_{i_{m}} \cdot \overline{\operatorname{pol}_{k}}\left(x_{i_{1}}, \ldots x_{i_{m}}\right)$ denotes a polynomial of degree $k$ in $x_{i_{1}}, \ldots, x_{i_{m}}$. const denotes a constant and const denotes a nonzero constant.
3) If $A, B \in E$, define $A d_{A}^{0} B=B, A d_{A}^{l} B=\left[A, A d_{A}^{l-1} B\right]$.

## B. Preliminary Results

In this section, we will introduce some important preliminary results of estimation algebras and fundamental tools, including the properties of the Euler operator and underdetermined partial differential equations.

Theorem 2.10 (See [23]): Let $E$ be a finite dimensional estimation algebra. If a function $\phi$ is in $E$, then $\phi$ is a polynomial of degree at most 2.

Theorem 2.11 (See [24]): Let $E$ be an estimation algebra of system (3). Suppose $\Omega$ is a constant matrix.

1) If $\eta$ is a polynomial of degree at most 2 , then $E$ is finite dimensional and has a basis consisting of $L_{0}$ and operators of the form

$$
\begin{equation*}
\sum_{j=1}^{n} \alpha_{j} D_{j}+\beta_{j} \tag{11}
\end{equation*}
$$

where $\alpha_{j}$ are constant and $\beta_{j}$ are affine in $x$. Moreover, the quadratic part of $\eta-\sum_{i=1}^{m} h_{i}^{2}$ is positive semidefinite.
2) Conversely, if $E$ is finite dimensional, then $h_{i}$ are affine in $x$ for all $i$. Furthermore, if the linear rank of $E$ is $n$, then $\eta$ is a polynomial of degree at most 2.
Theorem 2.12 (See [24]): Let $\tilde{x}=A x+b$ where $A$ is orthogonal. Consider the estimation algebra $\tilde{E}$ with

$$
\begin{aligned}
\tilde{f}(\tilde{x}) & =A f(x) \\
\tilde{h}(\tilde{x}) & =h(x) \\
\tilde{D}_{i} & =\frac{\partial}{\partial \tilde{x}_{i}}-\tilde{f}_{i} \\
\tilde{\eta} & =\sum_{i=1}^{n} \frac{\partial \tilde{f}_{i}}{\partial \tilde{x}_{i}}+\sum_{i=1}^{n} \tilde{f}_{i}^{2}+\sum_{i=1}^{m} \tilde{h}_{i}^{2}
\end{aligned}
$$

$$
\begin{equation*}
\tilde{L}_{0}=\frac{1}{2}\left(\sum_{i=1}^{n} \tilde{D}_{i}^{2}-\tilde{\eta}\right) . \tag{12}
\end{equation*}
$$

Then $\tilde{E}$ is isomorphic to $E$, i.e., the transformation $\tilde{x}=A x+b$ maintains the Lie structure.

Theorem 2.13 (See [15]): Let $E$ be a finite dimensional estimation algebra. If $l \geq 0$ and

$$
\begin{equation*}
A=\sum_{|i|=l+1} a_{i_{1}, \ldots, i_{n}} D_{1}^{i_{1}} \ldots D_{n}^{i_{n}}\left(\bmod U_{l}\right) \in E \tag{13}
\end{equation*}
$$

then $a_{i_{1}, \ldots, i_{n}}$ are polynomials.
Theorem 2.14 (See [16]): Let $m$ be an integer, $I=\left\{i_{1}, \ldots, i_{l}\right\}$, and $\xi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $E_{i_{1}, \ldots, i_{l}}(\xi)+m \xi$ is a polynomial of degree $k$ in $x_{i_{1}}, \ldots, x_{i_{l}}$ with coefficients in $C^{\infty}$ functions of $x_{j}(j \notin I)$.

1) If $m+k+1>0$, then $\xi$ is a degree $k$ polynomial in $x_{i_{1}}, \ldots, x_{i_{l}}$ with coefficients in $C^{\infty}$ functions of $x_{j}(j \notin I)$.
2) If $m+k+1 \leq 0$, then $\xi$ is a degree $k$ or degree $-m$ polynomial in $x_{i_{1}}, \ldots, x_{i_{l}}$ with coefficients in $C^{\infty}$ functions of $x_{j}(j \notin I)$.
Theorem 2.15 (See [16]): Let $F\left(x_{1}, \ldots, x_{n}\right)$ be a $C^{\infty}$ function on $\mathbb{R}^{n}$. Suppose that there exists a path $c: \mathbb{R} \rightarrow \mathbb{R}^{n}$ and $\delta>0$ such that $\lim _{t \rightarrow \infty}\|c(t)\|=\infty$ and $\lim _{t \rightarrow \infty} \sup _{B_{\delta}(c(t))} F=-\infty$, where $B_{\delta}(c(t))=\left\{x \in \mathbb{R}^{n}:\|x-c(t)\|<\delta\right\}$. Then, there are no $C^{\infty}$ functions $f_{1}, \ldots, f_{n}$ on $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial f_{i}}{\partial x_{i}}+\sum_{i=1}^{n} f_{i}^{2}=F \tag{14}
\end{equation*}
$$

Corollary 2.16 (See [16]): $I=\left\{i_{1}, \ldots, i_{l}\right\}$. If $F\left(x_{1}, \ldots, x_{n}\right)$ is a polynomial in $x_{i_{1}}, \ldots, x_{i_{l}}$ with coefficients in $C^{\infty}$ functions of $x_{j}(j \notin$ I) satisfying

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial f_{i}}{\partial x_{i}}+\sum_{i=1}^{n} f_{i}^{2}=F \tag{15}
\end{equation*}
$$

Then, the degree of $F$ with respect to $x_{i_{1}}, \ldots, x_{i_{l}}$ must be even.
Remark 2.17: We consider the finite dimensional estimation algebras with constant Wong's $\Omega$ matrix. By the definition of $\eta$ and Corollary 2.16, if $\eta-\sum_{i=1}^{m} h_{i}^{2}$ is a polynomial with respect to some variables from $x_{1}, \ldots, x_{n}$, then the degree must be even in those variables. By Theorem 2.11, $h_{i}(i=1, \ldots, m)$ are affine in $x$. Therefore, if $\eta$ is a polynomial with respect to some variables from $x_{1}, \ldots, x_{n}$, then the degree must be even in those variables.

Finally, we provide some practical calculation results.
Lemma 2.18 (See [15]):

1) $\left[g D_{i}, h\right]=g \frac{\partial h}{\partial x_{i}}$.
2) $\left[g D_{i}, h D_{j}\right]=g h \omega_{j i}+g \frac{\partial h}{\partial x_{i}} D_{j}-h \frac{\partial g}{\partial x_{j}} D_{i}$.
3) $\left[g D_{i}^{2}, h\right]=2 g \frac{\partial h}{\partial x_{i}} D_{i}+g \frac{\partial^{2} h}{\partial x_{i}^{2}}$.
4) $\left[D_{i}^{2}, h D_{j}\right]=2 \frac{\partial h}{\partial x_{i}} D_{i} D_{j}+2 h \omega_{j i} D_{i}+\frac{\partial^{2} h}{\partial x_{i}^{2}} D_{j}+h \frac{\partial \omega_{j i}}{\partial x_{i}}$.
5) $\left[D_{i}^{2}, D_{j}^{2}\right]=4 \omega_{j i} D_{j} D_{i}+2 \frac{\partial \omega_{j i}}{\partial x_{j}} D_{i}+2 \frac{\partial \omega_{j i}}{\partial x_{i}} D_{j}+\frac{\partial^{2} \omega_{j i}}{\partial x_{i} \partial x_{j}}+$ $2 \omega_{j i}^{2}$.
Lemma 2.19 (See [16]): Let $g, h \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and let $i_{1}, \ldots$, $i_{n}, j_{1}, \ldots, j_{n}$ be nonnegative integers with $\sum_{l=1}^{n} i_{l}=r, \sum_{l=1}^{n} j_{l}=s$, and $r+s \geq 2$. Let $\delta_{i j}$ be the Kronecker symbol. Then

$$
\begin{align*}
& {\left[g D_{1}^{i_{1}} \ldots D_{n}^{i_{n}}, h D_{1}^{j_{1}} \ldots D_{n}^{j_{n}}\right]} \\
& \quad=\sum_{l=1}^{n}\left(i_{l} g \frac{\partial h}{\partial x_{l}}-j_{l} h \frac{\partial g}{\partial x_{l}}\right) D_{1}^{i_{1}+j_{1}-\delta_{1 l}} \ldots D_{n}^{i_{n}+j_{n}-\delta_{n l}} \\
& \quad\left(\bmod U_{r+s-2}\right) \tag{16}
\end{align*}
$$

Lemma 2.20 (See [17]): Suppose $i=\left(i_{1}, \ldots, i_{n}\right)$ and $|i|=$ $\sum_{l=1}^{n} i_{l} \geq 2$; then,

$$
\begin{equation*}
g D_{1}^{i_{1}} \ldots D_{n}^{i_{n}}=g D_{k_{1}}^{i_{k_{1}}} \ldots D_{k_{n}}^{i_{k_{n}}}\left(\bmod U_{|i|-2}\right) \tag{17}
\end{equation*}
$$

where $g$ is a $C^{\infty}$ function of $x_{1}, \ldots, x_{n}$ and $k=\left(k_{1}, \ldots, k_{n}\right)$ is a permutation of $(1, \ldots, n)$.

Finally, we recall the classical Baker-Campbell-Hausdorff type relation.

Lemma 2.21: (See [25]) Let $F_{i}$ and $F_{j}$ be two elements in a Lie algebra $V$, then

$$
\begin{equation*}
e^{r(t) F_{i}} F_{j}=\left(\sum_{l=0}^{+\infty} \frac{r(t)^{l}}{l!} A d_{F_{i}}^{l} F_{j}\right) e^{r(t) F_{i}} \tag{18}
\end{equation*}
$$

## III. CLASSIFICATION

In this section, we consider the finite dimensional estimation algebra $E$ arising from system (3) with state dimension $n$, linear rank $n-1$, and constant Wong's $\Omega$ matrix. By Theorem 2.12, without the loss of generality, we can assume $x_{1}, \ldots, x_{n-1} \in E, x_{n} \notin E$.

By Lemma 2.18, for $i, j=1, \ldots, n-1$

$$
\begin{align*}
{\left[L_{0}, x_{i}\right] } & =D_{i} \in E \\
{\left[D_{i}, x_{j}\right] } & =\delta_{i j} \in E \\
{\left[D_{i}, D_{j}\right] } & =\omega_{j i} \in E \\
Y_{i} & :=\left[L_{0}, D_{i}\right]-\sum_{j \neq n} \omega_{i j} D_{j}=\omega_{i n} D_{n}+\frac{1}{2} \frac{\partial \eta}{\partial x_{i}} \in E . \tag{19}
\end{align*}
$$

So we have $L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, Y_{1}, \ldots, Y_{n-1} \in E$.
Lemma 3.1: Any polynomial $p \in E$ does not contain $x_{i} x_{n}$ terms where $i=1, \ldots, n-1$.

Proof: By Theorem 2.10 we know that any polynomial in $E$ has at most degree 2. If $p \in E$ contain $x_{i} x_{n}$ terms, then $\left[D_{i}, p\right]$ is a degree 1 polynomial that contains $x_{n}$. Since $1, x_{1}, \ldots, x_{n-1} \in E$, we have $x_{n} \in E$, which contradicts with the assumption that $x_{n} \notin E$.

Lemma III.2: If there exists a degree 2 polynomial in $E$, then we only need to consider the following two cases.

Case (A): There exists $p=x_{n}^{2}+\left(x_{i_{1}}^{2}+\cdots+x_{i_{k}}^{2}\right) \in E$.
Case (B): There exists $p=x_{i_{1}}^{2}+\cdots+x_{i_{k}}^{2} \in E$, where $n$ is not in $i_{1}, \ldots, i_{k}$.

Proof: By Lemma 3.1, we have all degree 2 polynomials in $E$ should be of the form
$p_{0}=\sum_{i=1}^{n}$ const $x_{i}^{2}+\sum_{1 \leq j<k \leq n-1}$ const $x_{j} x_{k}+\sum_{i=1}^{n}$ const $x_{i}+$ const.
By using orthogonal transformation of $x_{1}, . ., x_{n-1}$, we can assume

$$
\begin{equation*}
p_{0}=\sum_{i=1}^{n} \operatorname{const} x_{i}^{2}+\text { const } x_{n} \in E . \tag{21}
\end{equation*}
$$

We still have $L(E)=\operatorname{span}\left\{x_{1}, \ldots, x_{n-1}\right\}$ since the transformation is independent of $x_{n}$. If the coefficient of $x_{n}^{2}$ is not zero, similarly by using a translation $\tilde{x}_{n}=x_{n}+$ const, we can assume that $p_{0}=$ $\sum_{i=1}^{n}$ const $x_{i}^{2} \in E$ and $L(E)$ does not change. If the coefficient is zero, consider $\left.\left[L_{0}, p_{0}\right], p_{0}\right]-$ const $=\sum_{i=1}^{n-1}$ const $x_{i}^{2}$, so we can assume there is a polynomial only consisting of items $x_{i}^{2}$ if Mitter conjecture does not hold. We assume $p_{0}=\sum_{i=1}^{n} a_{i} x_{i}^{2} \in E$.

Consider

$$
\begin{aligned}
& p_{1}=\frac{1}{4}\left[\left[L_{0}, p_{0}\right], p_{0}\right]=\sum_{i=1}^{n} a_{i}^{2} x_{i}^{2} \in E \\
& p_{2}=\frac{1}{4}\left[\left[L_{0}, p_{1}\right], p_{0}\right]=\sum_{i=1}^{n} a_{i}^{3} x_{i}^{2} \in E
\end{aligned}
$$

$$
\begin{equation*}
p_{l}=\frac{1}{4}\left[\left[L_{0}, p_{n-1}\right], p_{0}\right]=\sum_{i=1}^{n} a_{i}^{l+1} x_{i}^{2} \in E . \tag{22}
\end{equation*}
$$

By the invertibility of Vandermonde matrix and similar arguments of Wu and Yau [16], we can assume $a_{i} \in\{0,1\}$, i.e., Lemma 3.2 holds.

Therefore, in order to prove Mitter conjecture, it suffices to show that Case (A) and Case (B) are both impossible. In the following two lemmas, we provide two useful techniques for subsequent main theorem.

Lemma 3.3: If $T=D_{n}+\phi\left(x_{n}\right) \in E$ where $\phi\left(x_{n}\right)$ is a $C^{\infty}$ function, then $\phi\left(x_{n}\right)$ is a polynomial with at most degree 2 .

Proof: Consider

$$
\begin{equation*}
T_{m}=A d_{L_{0}}^{m} T=\frac{\partial^{m} \phi}{\partial x_{n}^{m}} D_{n}^{m}\left(\bmod U_{m-1}\right) \in E(m>1) \tag{23}
\end{equation*}
$$

If $\phi$ is not a polynomial, then $\frac{\partial^{m} \phi}{\partial x_{n}^{m}} \neq 0$ so $\operatorname{dim} E=\infty$, a contradiction. Therefore, $\phi$ must be a polynomial.

We assume $\phi\left(x_{n}\right)$ is a degree $l$ polynomial and $\frac{\frac{\partial}{}_{l-1}}{\partial x_{n}^{l-1}}=e_{0} x_{n}+e_{1}$, where $e_{i}$ are constant and $e_{0}$ is not zero. If $l>2$, consider

$$
\begin{align*}
& R_{0}=T_{l-1}=\left(e_{0} x_{n}+e_{1}\right) D_{n}^{l-1}\left(\bmod U_{l-2}\right) \in E \\
& R_{1}=T_{l}=e_{0} D_{n}^{l}\left(\bmod U_{l-1}\right) \in E . \tag{24}
\end{align*}
$$

By induction and Lemma 2.19, we can create an infinite sequence in $E$

$$
\begin{align*}
R_{2}=\left[R_{1}, R_{0}\right] & =l e_{0}^{2} D_{n}^{2 l-2}\left(\bmod U_{2 l-3}\right) \in E \\
& \ldots  \tag{25}\\
R_{n+1}=\left[R_{n}, R_{0}\right] & =\overline{\operatorname{const}} D_{n}^{(l-2) n+l}\left(\bmod U_{(l-2) n+l-1}\right) \in E .
\end{align*}
$$

It contradicts with $\operatorname{dim} E<\infty$, so $\phi$ is a polynomial of degree at most 2.

Lemma 3.4: Assume there exists an operator $T=D_{n}+$ $\operatorname{pol}_{2}\left(x_{n}\right) \in E$. If $\eta$ can be of the form $\operatorname{pol}_{3}\left(x_{1}, \ldots, x_{n}\right)+f\left(x_{n}\right)$ where $f$ is a $C^{\infty}$ smooth function, then $f\left(x_{n}\right)$ must be a polynomial of degree less than or equal to 3 .

Proof: If $T=D_{n}+\operatorname{pol}_{2}\left(x_{n}\right) \in E$ and $\eta=\operatorname{pol}_{3}\left(x_{1}, \ldots, x_{n}\right)+$ $f\left(x_{n}\right)$, consider

$$
\begin{align*}
A_{1}= & {\left[L_{0}, T\right]-\sum_{i=1}^{n-1} \omega_{n i} D_{i}=\frac{1}{2} f^{\prime}\left(x_{n}\right)+\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n}\right) } \\
& +\operatorname{pol}_{1}\left(x_{n}\right) D_{n} \in E \\
A_{2}= & {\left[L_{0}, A_{1}\right]=\frac{1}{2} f^{\prime \prime}\left(x_{n}\right) D_{n}+\sum_{i=1}^{n} \operatorname{pol}_{1}\left(x_{1}, \ldots, x_{n}\right) D_{i} } \\
& +\operatorname{const} D_{n}^{2}\left(\bmod U_{0}\right) \in E \\
A_{3}= & {\left[L_{0}, A_{2}\right]=\frac{1}{2} f^{(3)}\left(x_{n}\right) D_{n}^{2}+\sum_{i \leq j} \operatorname{const} D_{i} D_{j} } \\
& \left(\bmod U_{1}\right) \in E \\
A_{4}= & {\left[L_{0}, A_{3}\right]=\frac{1}{2} f^{(4)}\left(x_{n}\right) D_{n}^{3}\left(\bmod U_{2}\right) \in E } \\
& \ldots  \tag{26}\\
A_{l}= & {\left[L_{0}, A_{l-1}\right] \in E . }
\end{align*}
$$

So $f$ must be a polynomial; otherwise, $A_{i}$ is an infinite sequence in $E$. Assume $f$ is a degree $k$ polynomial. If $k>3$, then

$$
\begin{align*}
& B_{1}:=A_{k}=\left[L_{0}, A_{l-1}\right]=\overline{\operatorname{const}} D_{n}^{k-1}\left(\bmod U_{k-2}\right) \in E \\
& B_{0}:=A_{k-1}=\left(\overline{\mathrm{const}} x_{n}+\mathrm{const}\right) D_{n}^{k-2}\left(\bmod U_{k-3}\right) \in E \tag{27}
\end{align*}
$$

Therefore, we can create an infinite sequence in $E$

$$
\begin{equation*}
B_{l+1}=\left[B_{l}, B_{0}\right]=\overline{\mathrm{const}} D_{n}^{(k-3) l+k-1}\left(\bmod U_{(k-3) l+k-2}\right) \in E \tag{28}
\end{equation*}
$$

a contradiction.
In the following, we will prove all cases of Lemma 3.2 that do not occur.
Lemma 3.5: $p=x_{n}^{2} \notin E$.
Proof: If $p \in E$, let $Z_{0}=p$

$$
\begin{equation*}
Z_{1}=\left[L_{0}, Z_{0}\right]-\text { const }=x_{n} D_{n} \in E . \tag{29}
\end{equation*}
$$

For $i=1, \ldots, n-1$

$$
\begin{equation*}
\left[D_{i}, Z_{1}\right]=\omega_{n i} x_{n} \in E \tag{30}
\end{equation*}
$$

Therefore, $\omega_{\text {in }}=0$ since $L(E)=\operatorname{span}\left\{x_{1}, \ldots, x_{n-1}\right\}$. So

$$
\begin{equation*}
Y_{i}=\frac{1}{2} \frac{\partial \eta}{\partial x_{i}} \in E . \tag{31}
\end{equation*}
$$

Consider

$$
\begin{align*}
& Z_{2}=\left[L_{0}, Z_{1}\right]=D_{n}^{2}+\frac{1}{2} E_{n}(\eta) \in E \\
& Z_{3}=\left[Z_{2}, Z_{1}\right]=2 D_{n}^{2}-\frac{1}{2} E_{n}^{2}(\eta) \in E \\
& Z_{4}=2 Z_{2}-Z_{3}=\frac{1}{2} E_{n}^{2}(\eta)+E_{n}(\eta)=E_{n}\left(\frac{1}{2} E_{n}(\eta)+\eta\right) \in E . \tag{32}
\end{align*}
$$

By Theorem 2.14 , we can conclude that $\frac{1}{2} E_{n}(\eta)+\eta$ is at most degree 2 in $x_{n}$. Apply Theorem 2.14 again and we have $\eta$ is at most degree 2 in $x_{n}$.

By Theorem 2.10, we have $\frac{\partial \eta}{\partial x_{i}}$ that are at most degree 2 polynomial for $i=1, \ldots, n-1$. So $\eta$ is at most degree 3 in $x_{1}, . ., x_{n-1}$ with coefficient in $C^{\infty}$ functions of $x_{n}$. From Remark 2.17, the degree of $\eta$ in $x_{1}, . ., x_{n-1}$ is actually no more than 2 .

In other words, we have the following:

$$
\begin{equation*}
\eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\sum_{i=1}^{n-1} \phi_{i}\left(x_{n}\right) x_{i}+g\left(x_{n}\right) \tag{33}
\end{equation*}
$$

where $\phi_{i}$ and $g$ are at most degree 2 .
So $\eta$ is at most degree 3 in $x_{1}, \ldots, x_{n}$ and, therefore, is at most degree 2 by Remark 2.17. We can easily check that $E=<$ $L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A}$, which contradicts with $p \in$ E.

Lemma 3.6: Let $\left\{i_{1}, \ldots, i_{k}\right\}$ be a subset of $\{1, . ., n-1\}$, then $p=x_{n}^{2}+\left(x_{i_{1}}^{2}+\cdots+x_{i_{k}}^{2}\right) \notin E$, i.e., Case (A) in Lemma 3.2 will not happen.

Proof: If $p \in E$, let $Z_{0}=p$
$Z_{1}=\left[L_{0}, Z_{0}\right]-$ const $=x_{n} D_{n}+\left(x_{i_{1}} D_{i_{1}}+\cdots+x_{i_{k}} D_{i_{k}}\right) \in E$.
For $i=1, \ldots, n-1$

$$
\begin{equation*}
\left[D_{i}, Z_{1}\right]=\omega_{n i} x_{n}\left(\bmod E_{1}\right) \in E \tag{35}
\end{equation*}
$$

Therefore, $\omega_{\text {in }}=0$ since $L(E)=\operatorname{span}\left\{x_{1}, \ldots, x_{n-1}\right\}$.

$$
2 Y_{i}=\frac{\partial \eta}{\partial x_{i}} \in E(i=1, \ldots, n-1)
$$

Similar to the process in Lemma 3.5, we have

$$
\begin{align*}
& \eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\sum_{i=1}^{n-1} \phi_{i}\left(x_{n}\right) x_{i}+g\left(x_{n}\right)  \tag{36}\\
& \frac{\partial \eta}{\partial x_{i}}=\operatorname{pol}_{1}\left(x_{1}, \ldots, x_{n-1}\right)+\phi_{i}\left(x_{n}\right) . \tag{37}
\end{align*}
$$

Therefore, the degree of $\phi_{i}$ is less than 3 .
If all $\phi_{i}\left(x_{n}\right)$ are not degree 2 for $i=1, \ldots, n-1$, then $Y_{i}=\operatorname{pol}_{1}\left(x_{1}, \ldots, x_{n-1}\right)$. It is not hard to see that $E=<$ $L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A}, p \notin E$.

If there exists $\phi_{i_{0}}\left(x_{n}\right)$ that is degree 2 polynomial, $\phi_{i_{0}}\left(x_{n}\right)+$ const $x_{n} \in E$. By Theorem 2.12, we can assume $x_{n}^{2} \in E$, which contradicts with Lemma 3.5.

Therefore, Case (A) in Lemma 3.2 will not happen.
Lemma 3.7: Let $I=\left\{i_{1}, \ldots, i_{k}\right\}$ be a subset of $\{1, \ldots, n-1\}$, then $p=x_{i_{1}}^{2}+\cdots+x_{i_{k}}^{2} \notin E$, i.e., Case (B) in Lemma 3.2 will not happen.

Proof:
If the lemma is false, then there are degree 2 polynomials in $E$ and all of them are independent of $x_{n}$ by Lemmas 3.1 and 3.6.

Consider the quadratic part of those degree 2 polynomials and each of them corresponds to a symmetric matrix. For example, given a degree 2 polynomial $q$, its quadratic part $q^{(2)}=x^{T} A_{q^{(2)}} x$, where $A_{q^{(2)}}$ is symmetric. Define $r_{q}=\max _{q \in E} \operatorname{rank}\left(A_{q(2)}\right)$.

Let $p$ be a quadratic polynomial with maximal rank of quadratic part. By Theorem 2.12, we can assume that $p=x_{1}^{2}+\cdots+x_{k}^{2} \in E$, where $k=r_{q}$ by doing orthogonal transformation of $x_{1}, . ., x_{n-1}$. Then, $x_{t_{1}} x_{t_{2}} \notin E$ unless $t_{1} \leq k$ and $t_{2} \leq k$; otherwise, we can create a polynomial corresponding to a symmetric matrix that has rank more than $k=r_{q}$. Moreover, for any degree 2 polynomial $q \in E, A_{q^{(2)}}=$ $\left(a_{t_{1} t_{2}}\right)$, then $a_{t_{1} t_{2}}=0$ unless $t_{1} \leq k$ and $t_{2} \leq k$.

Let $Z_{0}=p$

$$
\begin{equation*}
Z_{1}=\left[L_{0}, Z_{0}\right]=x_{1} D_{1}+\cdots+x_{k} D_{k} \in E . \tag{38}
\end{equation*}
$$

For $j=1, \ldots, n-1$

$$
\begin{align*}
& Y_{j}=\omega_{j n} D_{n}+\frac{1}{2} \frac{\partial \eta}{\partial x_{j}} \in E  \tag{39}\\
& P_{j}=\left[Z_{1}, Y_{j}\right]=\frac{1}{2} E_{1, \ldots, k}\left(\frac{\partial \eta}{\partial x_{j}}\right)(\bmod L(E)) \in E . \tag{40}
\end{align*}
$$

Consider $P_{j}$ where $j=1, . ., k$, we know that $\frac{\partial \eta}{\partial x_{j}}$ is at most degree 2 in $x_{1}, \ldots, x_{k}$. Therefore, $\eta$ is at most degree 2 in $x_{1}, \ldots, x_{k}$ since the degree must be even by Remark 2.17.

In the previous analysis, we conclude that the quadratic part of any degree 2 polynomial in $E$ is independent of $x_{s}$ where $s>k$. So the coefficient of quadratic part of $\eta$ in $x_{1}, \ldots, x_{k}$ is actually constant since $E_{1, \ldots, k}\left(\frac{\partial \eta}{\partial x_{i}}\right) \in E$ for $i=1, \ldots, k$.

Therefore,

$$
\begin{equation*}
\eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{k}\right)+\sum_{i=1}^{k} a_{i} x_{i}+u_{1} \tag{41}
\end{equation*}
$$

where $a_{i}$ and $u_{1}$ are functions that are independent with $x_{1}, \ldots, x_{k}$. Consider $P_{j}$ when $k<j<n$, we have

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{\partial a_{i}}{\partial x_{j}} x_{i} \in E \tag{42}
\end{equation*}
$$

By the fact that $a_{i}$ are independent with $x_{1}, \ldots, x_{k}$ and the quadratic part of any degree 2 polynomial in $E$ is independent of $x_{s}$ where $s>k$, we have $\frac{\partial a_{i}}{\partial x_{j}}=$ const.

Therefore,

$$
\begin{align*}
a_{i} & =\sum_{j>k} \operatorname{const} x_{j}+\phi_{i}\left(x_{n}\right)  \tag{43}\\
\eta & =\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\sum_{i=1}^{k} \phi_{i}\left(x_{n}\right) x_{i}+u_{1} \tag{44}
\end{align*}
$$

For $i, j=1, \ldots, n-1$, consider

$$
\begin{equation*}
G_{i j}:=2\left[D_{i}, Y_{j}\right]-\text { const }=\frac{\partial^{2} \eta}{\partial x_{i} \partial x_{j}}-\text { const }=\frac{\partial^{2} u_{1}}{\partial x_{i} \partial x_{j}} \in E . \tag{45}
\end{equation*}
$$

We know $u_{1}$ is independent with $x_{1}, \ldots, x_{k}$, so $\frac{\partial^{2} u_{1}}{\partial x_{i} \partial x_{j}}$ cannot contain the quadratic part and, therefore, is independent with $x_{n}$.

As a result, $u_{1}$ is at most degree 3 in $x_{1}, \ldots, x_{n-1}$, so $\eta$ is actually at most degree 2 in $x_{1}, \ldots, x_{n-1}$ by Remark 2.17 and the degree 2 part has constant coefficient. In other words, we have

$$
\begin{align*}
& \eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\sum_{i=1}^{n} \phi_{i}\left(x_{n}\right) x_{i}+u_{2}\left(x_{n}\right)  \tag{46}\\
& Y_{i}=\omega_{i n} D_{n}+\frac{1}{2}\left(\operatorname{pol}_{1}\left(x_{1}, \ldots, x_{n-1}\right)+\phi_{i}\left(x_{n}\right)\right) \in E  \tag{47}\\
& \omega_{i n} D_{n}+\phi_{i}\left(x_{n}\right) \in E . \tag{48}
\end{align*}
$$

If $\omega_{i n}=0$, then $\phi_{i}=$ const. If $\omega_{i n} \neq 0$, then $\phi_{i}$ is at most degree 2 by Lemma 3.3. Therefore, no matter whether $\omega_{i n}=0$ or not, $\phi_{i}$ is at most degree 2.

If $\omega_{\text {in }}=0$ for $i=1, \ldots, n-1$, then it is obvious to see that

$$
\begin{equation*}
E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A .} \tag{49}
\end{equation*}
$$

If there exists $\omega_{i_{0} n} \neq 0$, then by Lemma 3.4, we have $u_{2}$ is at most degree 3 . As a result, $\eta$ must be a degree 2 polynomial in $x_{1}, \ldots, x_{n}$. By Theorem 2.11, we know that there are no degree 2 polynomial in $E$, a contradiction.

By Lemma 3.6 and Lemma 3.7, we can conclude that Mitter conjecture holds. It shows that any polynomial in $E$ is at most degree 1 .

Finally, we will finish the complete classification of finite dimensional estimation algebras with arbitrary state dimension $n$, linear rank $n-1$, and constant Wong's $\Omega$ matrix.

Theorem 3.8: Let $E$ be a finite dimensional estimation algebra with arbitrary state dimension $n$, linear rank $n-1$, and constant Wong's $\Omega$ matrix, then $\operatorname{dim} E=2 n$ or $\operatorname{dim} E=2 n+1$. Moreover, we have $E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A}$. or $E=<$ $L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, D_{n}+c x_{n}>_{L . A}$. in the sense of isomorphism.

Proof: We have $1, L_{0}, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, Y_{1}, \ldots, Y_{n-1} \in$ $E$, where

$$
Y_{j}=\omega_{j n} D_{n}+\frac{1}{2} \frac{\partial \eta}{\partial x_{j}} \in E
$$

If $\omega_{j n}=0$ for $j=1, \ldots, n-1$, it is obvious to see that

$$
\begin{equation*}
E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}>_{L . A} \tag{50}
\end{equation*}
$$

$\operatorname{dim} E=2 n$, so we only consider the case when $\omega_{i n}$ are not all 0 . Without the loss of generality, we assume $\omega_{1 n} \neq 0$.

For $i, j=1, \ldots, n-1$, we have

$$
\begin{equation*}
2\left[D_{i}, Y_{j}\right]-\text { const }=\frac{\partial^{2} \eta}{\partial x_{i} \partial x_{j}} \in E . \tag{51}
\end{equation*}
$$

By the Mitter conjecture, any polynomial in $E$ must be no more than degree 1 , which concludes that $\eta$ is at most degree 2 in $x_{1}, \ldots, x_{n-1}$ since the degree needs to be even.

Therefore, we can assume that $\eta$ has the following form:

$$
\begin{align*}
\eta= & \operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\sum_{i=1}^{n-1} \phi_{i}\left(x_{n}\right) x_{i}+u_{1}\left(x_{n}\right)  \tag{52}\\
Y_{j}= & t \omega_{j n} D_{n}+\frac{1}{2}\left(\operatorname{pol}_{1}\left(x_{1}, \ldots, x_{n-1}\right)+\phi_{j}\left(x_{n}\right)\right) \in E  \tag{53}\\
& \omega_{j n} D_{n}+\phi_{j}\left(x_{n}\right) \in E . \tag{54}
\end{align*}
$$

It is obvious to see that if $\omega_{j n}=0$, then $\phi_{j}\left(x_{n}\right)=0$, and if $\omega_{j_{0} n} \neq$ 0 , we have $\phi_{j}\left(x_{n}\right)$ is at most a degree 2 polynomial by Lemma 3.3.

By Lemma 3.4, $u_{1}\left(x_{n}\right)$ is at most degree 3, so we have $\eta=$ $\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n}\right)$ since the degree should be even. By Theorem 2.11, $E \subset \operatorname{span}\left\{L_{0}, 1, x_{1}, \ldots, x_{n}, D_{1}, \ldots, D_{n}\right\} . x_{n} \notin E$ so $\operatorname{dim} E \leq 2 n+$ 1.

Consider $Y_{j_{0}}$, we have $T=D_{n}+c x_{n} \in E$, so $\operatorname{dim} E \geq 2 n+1$.
Therefore, if there exists $\omega_{j_{0} n} \neq 0, \operatorname{dim} E=2 n+1$ and

$$
\begin{equation*}
E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, D_{n}+c x_{n}>_{L . A} \tag{55}
\end{equation*}
$$

The complete classification is finished.
Remark 3.9: If $\omega_{i n}=0$ for $i=1, \ldots, n-1$, then $\operatorname{dim} E=2 n$ and $\eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n-1}\right)+\phi\left(x_{n}\right)$. If there exists $i_{0}$, s.t. $\omega_{i_{0} n} \neq 0$, then $\operatorname{dim} E=2 n+1$ and $\eta=\operatorname{pol}_{2}\left(x_{1}, \ldots, x_{n}\right)$.

## iV. Finite Dimensional Filter

The structure of estimation algebras can help us solve the nonlinear filtering system (3). Actually, if the estimation algebra is finite dimensional and its basis is known, we can construct a solution of the robust DMZ (9), and therefore, we can solve system (3). In detail, we have the following two results.

Theorem 4.1: Let $E$ be the estimation algebra of system (3). Suppose E is finite dimensional with linear rank $n-1$ and constant Wong matrix. If $\operatorname{dim} E=2 n+1, \eta=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}+\sum_{i=1}^{n} b_{i} x_{i}+d$, where $a_{i j}, b_{i}$, and $d$ are constant, then the robust DMZ equation (9) has a solution for all $t$ of the form

$$
\begin{equation*}
u(t, x)=e^{T(t)}\left(\prod_{i=1}^{n} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{n} e^{s_{i}(t) D_{i}}\right) e^{t L_{0}} \sigma_{0} \tag{56}
\end{equation*}
$$

where $r_{i}, s_{i}$, and $T$ satisfy the following ordinary differential equation:

$$
\left\{\begin{array}{l}
s_{i}^{\prime}(t)=\sum_{j=1}^{m} h_{j i} y_{j}(t)+r_{i}(t)+\sum_{j=1}^{n} s_{j}(t) \omega_{j i}(1 \leq i \leq n-1)  \tag{57}\\
s_{n}^{\prime}(t)=r_{n}(t)+\sum_{j=1}^{n} s_{j}(t) \omega_{j n} \\
r_{i}^{\prime}(t)=\frac{1}{2} \sum_{j=1}^{n} s_{j}(t)\left(a_{i j}+a_{j i}\right)(1 \leq i \leq n) \\
T^{\prime}(t)=-G_{1}(s(t), r(t))+\frac{1}{2} \sum_{i, j=1}^{m} y_{i}(t) y_{j}(t)\left(\sum_{k=1}^{n-1} h_{i k} h_{j k}\right)
\end{array}\right.
$$

where

$$
\begin{align*}
& G_{1}(s(t), r(t))= \\
& \sum_{j=1}^{n} s_{j}^{\prime}(t)\left(-r_{j}(t)+\sum_{i=1}^{j-1} \omega_{j i} s_{i}(t)\right) \\
& \quad+\frac{1}{2} \sum_{i=1}^{n} r_{i}^{2}(t)-\frac{1}{2} \sum_{i=1}^{n} s_{i}(t) b_{i}+\frac{1}{2} \sum_{i=1}^{n} s_{i}^{2}(t)\left(\sum_{j=1}^{n} \omega_{i j}^{2}-a_{i i}\right) \\
& \quad-\sum_{1 \leq i<k \leq n} s_{i}(t) s_{k}(t)\left(\sum_{j=1}^{n} \omega_{i j} \omega_{j k}+\frac{1}{2}\left(a_{i k}+a_{k i}\right)\right) \\
& \quad+\sum_{j, k=1}^{n} s_{k}(t) r_{j}(t) \omega_{k j} . \tag{58}
\end{align*}
$$

(We define the order of the product to be $\prod_{i=1}^{n} A_{i}=A_{1} \ldots A_{n}$.) Proof: By Lemma 2.21, we have

$$
\begin{equation*}
e^{r(t) F_{i}} F_{j}=\left(\sum_{l=0}^{+\infty} \frac{r(t)^{l}}{l!} A d_{F_{i}}^{l} F_{j}\right) e^{r(t) F_{i}} . \tag{59}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
e^{s_{i}(t) D_{i}} L_{0}= & \left(L_{0}-s_{i}(t) \sum_{j=1}^{n} \omega_{i j} D_{j}\right. \\
& -\frac{s_{i}(t)}{2}\left(\sum_{j=1}^{n}\left(a_{i j}+a_{j i}\right) x_{j}+b_{i}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{s_{i}^{2}(t)}{2}\left(\sum_{j=1}^{n} \omega_{i j}^{2}-a_{i i}\right) e^{s_{i}(t) D_{i}}  \tag{60}\\
e^{s_{i}(t) D_{i}} D_{j}= & \left(D_{j}+\omega_{j i} s_{i}(t)\right) e^{s_{i}(t) D_{i}}  \tag{61}\\
e^{r_{i}(t) x_{i}} L_{0}= & \left(L_{0}-r_{i}(t) D_{i}+\frac{r_{i}^{2}(t)}{2}\right) e^{r_{i}(t) x_{i}}  \tag{62}\\
e^{r_{i}(t) x_{i}} D_{j}= & \left(D_{j}-r_{i}(t) \delta_{i j}\right) e^{r_{i}(t) x_{i}} \tag{63}
\end{align*}
$$

Then,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\left(T^{\prime}(t)+\sum_{i=1}^{n} r_{i}^{\prime}(t) x_{i}\right) u+A+\sum_{j=1}^{n} B_{j} \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
A= & e^{T(t)}\left(\prod_{i=1}^{n} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{n} e^{s_{i}(t) D_{i}}\right) L_{0} e^{t L_{0}} \sigma_{0} \\
B_{j}= & e^{T(t)}\left(\prod_{i=1}^{n} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{j-1} e^{s_{i}(t) D_{i}}\right) \\
& \left(s_{j}^{\prime}(t) D_{j} e^{s_{j}(t) D_{j}}\right)\left(\prod_{i=j+1}^{n} e^{s_{i}(t) D_{i}}\right) e^{t L_{0}} \sigma_{0} \tag{65}
\end{align*}
$$

By (60)-(63), we have

$$
\begin{align*}
A= & \left(L_{0}-\sum_{i=1}^{n} r_{i}(t) D_{i}+\frac{1}{2} \sum_{i=1}^{n} r_{i}^{2}(t)\right. \\
& -\sum_{i, j=1}^{n} s_{i}(t) \omega_{i j} D_{j} \\
& -\frac{1}{2} \sum_{i=1}^{n} s_{i}(t)\left(\sum_{j=1}^{n}\left(a_{i j}+a_{j i}\right) x_{j}+b_{i}\right) \\
& +\frac{1}{2} \sum_{i=1}^{n} s_{i}^{2}(t)\left(\sum_{j=1}^{n} \omega_{i j}^{2}-a_{i i}\right) \\
& -\sum_{1 \leq i<k \leq n} s_{i}(t) s_{k}(t)\left(\sum_{j=1}^{n} \omega_{i j} \omega_{j k}+\frac{1}{2}\left(a_{i k}+a_{k i}\right)\right) \\
& \left.+\sum_{j, k=1}^{n} s_{k}(t) r_{j}(t) \omega_{k j}\right) u  \tag{66}\\
B_{j}= & s_{j}^{\prime}(t)\left(D_{j}-r_{j}(t)+\sum_{i=1}^{j-1} \omega_{j i} s_{i}(t)\right) u . \tag{67}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \left(L_{0}+\sum_{i=1}^{n}\left(-r_{i}(t)-\sum_{j=1}^{n} s_{j}(t) \omega_{j i}+s_{i}^{\prime}(t)\right) D_{i}\right. \\
& +\sum_{j=1}^{n}\left(-\frac{1}{2} \sum_{i=1}^{n} s_{i}(t)\left(a_{i j}+a_{j i}\right)+r_{j}^{\prime}(t)\right) x_{j} \\
& +T^{\prime}(t)+G_{1}(s(t), r(t)) u \tag{68}
\end{align*}
$$

where

$$
\begin{aligned}
& G_{1}(s(t), r(t))= \\
& \quad \sum_{j=1}^{n} s_{j}^{\prime}(t)\left(-r_{j}(t)+\sum_{i=1}^{j-1} \omega_{j i} s_{i}(t)\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2} \sum_{i=1}^{n} r_{i}^{2}(t)-\frac{1}{2} \sum_{i=1}^{n} s_{i}(t) b_{i}+\frac{1}{2} \sum_{i=1}^{n} s_{i}^{2}(t)\left(\sum_{j=1}^{n} \omega_{i j}^{2}-a_{i i}\right) \\
& -\sum_{1 \leq i<k \leq n} s_{i}(t) s_{k}(t)\left(\sum_{j=1}^{n} \omega_{i j} \omega_{j k}+\frac{1}{2}\left(a_{i k}+a_{k i}\right)\right) \\
& +\sum_{j, k=1}^{n} s_{k}(t) r_{j}(t) \omega_{k j} . \tag{69}
\end{align*}
$$

We know that $h_{i}$ are linear from Theorem 2.11. Suppose $h_{i}=$ $\sum_{j=1}^{n-1} h_{i j} x_{j}+e_{i}$. By the robust DMZ (9), we have

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \left(L_{0}+\sum_{i=1}^{n-1}\left(\sum_{j=1}^{m} h_{j i} y_{j}(t)\right) D_{i}\right. \\
& \left.+\frac{1}{2} \sum_{i, j=1}^{m} y_{i}(t) y_{j}(t)\left(\sum_{k=1}^{n-1} h_{i k} h_{j k}\right)\right) u \tag{70}
\end{align*}
$$

Comparing (68) and (70), we know that $u$ is the solution of the robust DMZ equation if

$$
\left\{\begin{array}{l}
s_{i}^{\prime}(t)=\sum_{j=1}^{m} h_{j i} y_{j}(t)+r_{i}(t)+\sum_{j=1}^{n} s_{j}(t) \omega_{j i}(i \leq n-1)  \tag{71}\\
s_{n}^{\prime}(t)=r_{n}(t)+\sum_{j=1}^{n} s_{j}(t) \omega_{j n} \\
r_{i}^{\prime}(t)=\frac{1}{2} \sum_{j=1}^{n} s_{j}(t)\left(a_{i j}+a_{j i}\right)(i \leq n)
\end{array}\right.
$$

and

$$
\begin{equation*}
T^{\prime}(t)=-G_{1}(s(t), r(t))+\frac{1}{2} \sum_{i, j=1}^{m} y_{i}(t) y_{j}(t)\left(\sum_{k=1}^{n-1} h_{i k} h_{j k}\right) \tag{72}
\end{equation*}
$$

Equation (71) is a proper determined ordinary linear equation so there exists a unique solution. By (72), we know that $T$ is determined by $s(t), r(t)$, and $y(t)$. As a result, we can construct a solution for the robust DMZ (9).

Similarly, for the case when $\operatorname{dim} E=2 n$, we have the following theorem.

Theorem 4.2: Let $E$ be the estimation algebra of system (3). Suppose E is finite dimensional with linear rank $n-1$ and constant Wong matrix. If $\operatorname{dim} E=2 n, \eta=\sum_{i, j=1}^{n-1} a_{i j} x_{i} x_{j}+\sum_{i=1}^{n-1} b_{i} x_{i}+$ $d+\phi\left(x_{n}\right)$, where $a_{i j}, b_{i}$, and $d$ are constant, then the robust DMZ (9) has a solution for all $t$ of the form

$$
\begin{equation*}
u(t, x)=e^{T(t)}\left(\prod_{i=1}^{n-1} e^{r_{i}(t) x_{i}}\right)\left(\prod_{i=1}^{n-1} e^{s_{i}(t) D_{i}}\right) e^{t L_{0}} \sigma_{0} \tag{73}
\end{equation*}
$$

where $r_{i}, s_{i}$, and $T$ satisfy the following equation:

$$
\left\{\begin{array}{l}
s_{i}^{\prime}(t)=\sum_{j=1}^{m} h_{j i} y_{j}(t)+r_{i}(t)+\sum_{j=1}^{n-1} s_{j}(t) \omega_{j i}(1 \leq i \leq n-1)  \tag{74}\\
r_{i}^{\prime}(t)=\frac{1}{2} \sum_{j=1}^{n-1} s_{j}(t)\left(a_{i j}+a_{j i}\right)(1 \leq i \leq n-1) \\
T^{\prime}(t)=-G_{2}(s(t), r(t))+\frac{1}{2} \sum_{i, j=1}^{m} y_{i}(t) y_{j}(t)\left(\sum_{k=1}^{n-1} h_{i k} h_{j k}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
& G_{2}(s(t), r(t))= \\
& \sum_{j=1}^{n-1} s_{j}^{\prime}(t)\left(-r_{j}(t)+\sum_{i=1}^{j-1} \omega_{j i} s_{i}(t)\right) \\
& \quad+\frac{1}{2} \sum_{i=1}^{n-1} r_{i}^{2}(t)-\frac{1}{2} \sum_{i=1}^{n-1} s_{i}(t) b_{i}+\frac{1}{2} \sum_{i=1}^{n-1} s_{i}^{2}(t)\left(\sum_{j=1}^{n-1} \omega_{i j}^{2}-a_{i i}\right) \\
& \quad-\sum_{1 \leq i<k \leq n-1} s_{i}(t) s_{k}(t)\left(\sum_{j=1}^{n-1} \omega_{i j} \omega_{j k}+\frac{1}{2}\left(a_{i k}+a_{k i}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
+\sum_{j, k=1}^{n-1} s_{k}(t) r_{j}(t) \omega_{k j} \tag{75}
\end{equation*}
$$

Proof: The proof is similar to Theorem 4.1. The only slight difference is that in this case $\eta$ may not be degree 2 polynomial. However, $\phi$ will not appear in calculation by (60)-(63). So the whole process of the proof can be transferred to this theorem.

Finally, we illustrate a nontrivial finite dimensional recursive filter that satisfies our conditions to show that the case we focus on really happens. Let state dimension $n=2 d+1$ and observation dimension $m=2 d$, then consider the filtering system

$$
\left\{\begin{array}{l}
d x_{2 i-1}(t)=\left(x_{2 d+1}+\frac{e^{x_{2 i-1}}}{e^{x_{2 i-1}}+e^{x_{2 i}}}\right) d t+d v_{2 i-1}(t), i=1, \ldots, d  \tag{76}\\
d x_{2 i}(t)=\left(x_{2 d+1}+\frac{e^{x_{2 i}}}{e^{x_{2 i-1}}+e^{x_{2 i}}}\right) d t+d v_{2 i}(t), i=1, \ldots, d \\
d x_{2 d+1}(t)=x_{2 d+1}+\frac{\sqrt{n}}{\sqrt{n}-1}\left(x_{1}+\cdots+x_{2 d}\right)+d v_{2 d+1}(t) \\
d y_{j}(t)=x_{j} d t+d w_{j}(t), j=1, \ldots, 2 d
\end{array}\right.
$$

It is easy to see that the linear rank is $n-1$ and the Wong matrix

$$
\Omega=\left(\omega_{i j}\right)=\left\{\begin{array}{l}
\frac{1}{\sqrt{n}-1}, i \neq n, j=n \\
\frac{-1}{\sqrt{n}-1}, i=n, j \neq n \\
0, \text { otherwise }
\end{array}\right.
$$

is constant. We can further check that

$$
\begin{align*}
\eta= & (2 d+1) x_{2 d+1}^{2}+\left[2\left(\frac{\sqrt{n}}{\sqrt{n}-1}\right)\left(\sum_{i=1}^{2 d} x_{i}\right)+2 d\right] x_{2 d+1} \\
& +\left(\frac{\sqrt{n}}{\sqrt{n}-1}\right)^{2}\left(\sum_{i=1}^{2 d} x_{i}\right)^{2}+\sum_{i=1}^{2 d} x_{i}^{2}+d+1 \tag{77}
\end{align*}
$$

and its corresponding estimation algebra is finite dimensional with following basis:

$$
\begin{equation*}
E=<L_{0}, 1, x_{1}, \ldots, x_{n-1}, D_{1}, \ldots, D_{n-1}, D_{n}+\sqrt{n} x_{n}>_{L . A} \tag{78}
\end{equation*}
$$

Therefore, this filter is a finite dimensional recursive filter. Given the observation history $y_{j}(t), j=1, \ldots, 2 d$, we can explicitly write down the solution of the robust DMZ equation according to Theorem 4.1.

## V. Conclusion

In this article, we classify all finite dimensional estimation algebras with linear rank $n-1$ and constant Wong's $\Omega$ matrix. The result is that estimation algebras with these conditions can be divided into two types in the sense of isomorphism. It is the first classification of nonmaximal rank estimation algebras. By the classification result, we can construct all finite dimensional recursive filters that correspond to the estimation algebras with linear rank $n-1$ and constant Wong's $\Omega$ matrix.
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