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Abstract. Recently, we have introduced a series of finite dimensional
solvable Lie algebras (i.e., k-th Yau algebras) associated to an isolated
hypersurface singularity. These Lie algebras are subtle invariants of sin-
gularities. The purpose of this paper is to summarize the results that we
have obtained recently on k-th moduli algebras and k-th Yau algebras
associated to isolated hypersurface singularities.

1. Introduction

The moduli algebra A(Vp) of an isolated hypersurface singularity
(Vp, 0) ⊂ (Cn, 0) defined by p(x1, . . . , xn) = 0 is a finite dimensional C-
algebra defined by

C[[x1, . . . , xn]]/〈p, J(p)〉,
where J(p) := 〈∂1(p), . . . , ∂n(p)〉 denotes the Jacobi ideal of p. Clearly, it is
an Artinian local algebra with maximal ideal m. Its dimension denoted by τ ,
called Tjurina number, is an important invariant of an isolated hypersurface
singularity.

Let V1 and V2 be two isolated hypersurface singularities; A(V1) and A(V2)
be the moduli algebras. The well-known Mather-Yau theorem [1] states that
(V1, 0) ∼= (V2, 0) ⇐⇒ A(V1) ∼= A(V2). Motivated from the Mather-Yau the-
orem, Yau considered the Lie algebra of C-derivations of moduli algebra
A(V ), i.e., L(V ) = DerC(A(V ), A(V )). The finite dimensional Lie algebra
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L(V ) was called Yau algebra and its dimension λ(V ) was called Yau num-
ber. The Yau algebra plays an important role in singularity theory [2]. Yau
and his collaborators have been systematically studying the Yau algebras
of isolated hypersurface singularities begin from eighties ([3, 4, 2, 5, 6],
[7, 8, 9, 10, 11, 12, 13, 14, 15]). In particular, Yau algebras of simple
singularities and simple elliptic singularities were computed and a number
of elaborate applications to deformation theory were presented in [16] and
[2]. However, the Yau algebra can not characterize the simple singularties
completely. In [17], it was shown that if X and Y are two simple singular-
ities except the pair A6 and D5, then L(X) ∼= L(Y ) as Lie algebras if and
only if X and Y are analytically isomorphic. Therefore, a natural question
is to find new Lie algebras which can be used to distinguish singularities
(at least for the simple singularities) completely. The is the motivation for
us to introduce the series of new k-th Yau algebra, which will be used to
characterize isolated hypersurface singularities.

Recall that we have the following theorem.

Theorem 1 ([18], Theorem 2.26). Let f, g ∈ m ⊂ On. The following
are equivalent:

1) (V (f), 0) ∼= (V (g), 0);
2) For all k ≥ 0, On/(f,m

kJ(f)) ∼= On/(g,m
kJ(g)) as C-algebra;

3) There is some k ≥ 0 such that On/(f,m
kJ(f)) ∼= On/(g,m

kJ(g))

as C-algebras, where J(f) = ( ∂f
∂x1

, · · · , ∂f
∂xn

).

In particular, if k = 0 as above, then the claim of the equivalence of 1)
and 3) is exactly the same as the Mather-Yau theorem.

Based on Theorem 1, it is natural for us to introduce the new series
of k-th Yau algebras Lk(V ) which are defined to be the Lie algebra of
derivations of the k-th moduli algebra Ak(V ) = On/(f,m

kJ(f)), k ≥ 0,
i.e., Lk(V ) = Der(Ak(V ), Ak(V )). Its dimension is denoted as λk(V ). This
number λk(V ) is a new numerical analytic invariant of a singularity. We call
it k-th Yau number. In particular, L0(V ) is exactly the Yau algebra, thus
L0(V ) = L(V ), λ0(V ) = λ(V ). Therefore, we have reasons to believe that
these new Lie algebras Lk(V ) and numerical invariants λk(V ) will also play
an important role in the study of singularities.

In this paper, we announce the recent results, obtained in [12], on k-th
moduli algebras and k-th Yau algebras associated to isolated hypersurface
singularities.

Given a family of complex projective hypersurfaces in CPn, the Torelli
problem studied by P. Griffiths and his school asks whether the period map is
injective on that family. Precisely, it is equivalent to saying whether the fam-
ily of complex hypersurfaces can be distinguished by means of their Hodge
structures. From the perspective of singularity theory, a complex projec-
tive hypersurface can be viewed as an isolated hypersurface singularity. The
corresponding question arises: whether the family of isolated complex hy-
persurface singularities can be distinguished by means of their Yau algebras.
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We require that the Milnor number μ is constant along this family in view
of the theorem of Lê and Ramanujan [22]. Knowing that Tjurina number
τ is also a complex analytic invariant, we may restrict ourselves to consider
only a (μ, τ)-constant family of isolated complex hypersurface singularities.

As shown in [17], simple hypersurface singularities except A6 and D5

are completely determined by their Yau algebras. Khimshiashvili obtained
similar results in this spirit for certain types of fewnomial singularities in
[20].

In [23], Saito defined a simple elliptic singularity to be a normal sur-
face singularity such that the exceptional set of the minimal resolution is a
smooth elliptic curve, and classified those which are hypersurface singulari-
ties into the following three types:

Ẽ6 : x
3 + y3 + z3 + txyz = 0, t3 
= 27;

Ẽ7 : x
4 + y4 + z2 + tx2y2 = 0, t2 
= 4;

Ẽ8 : x
6 + y3 + z2 + tx4y = 0, 4t3 
= 27.

It turns out that all these three families are (μ, τ)-constant. Saito determined
the holomorphic classes of these families by computing the j-invariants
within each type. The isomorphism problem for the moduli algebras of
simple elliptic singularities has been extensively studied in purely algebraic
terms and is now well-understood. It was shown by Eastwood [24] in a very
explicit form how one can recover Saito’s j-invariants directly from the cor-
responding moduli algebra. In [6], Chen, Seeley and Yau gave a detailed

characterization of linear isomorphisms of moduli algebras arising from Ẽ6.
Seeley and Yau proved the Torelli type theorems on Ẽ7 and Ẽ8 stating

that Yau algebras are isomorphic if and only if their moduli algebras are
isomorphic [2]. However, the case of Ẽ6 looks quite different. It is pointed

out in [5] that Yau algebra does not depend on the parameter t of Ẽ6.
In fact, it provides an instance of continuous family of eight-dimensional
representations of a solvable Lie algebra.

Since the Yau algebra is not enough to determine the analytic structure
of simple elliptic singularity family Ẽ6, we have to extend the definition of
Yau algebra. In [13], we introduced a series of new Lie algebras, i.e., the
k-th Yau algebra which is the derivation Lie algebra of the k-th moduli
algebra. The dimension of the k-th Yau algebra, called k-th Yau number,
becomes an important invariant for isolated hypersurface singularities. The
classical Hilbert polynomial for projective varieties measures the growth
of the dimension of twisted modules. It is interesting to find that similar
polynomial can be deduced from k-th Yau numbers, see Theorem C, and an
explicit formula concerning isolated homogeneous hypersurface singularities
is stated in Corollary 4. Detailed descriptions of k-th Yau algebras for k
sufficiently large are given by Theorems 2, 10 and Corollary 3. We also have
obtained a concise proof for theorems in [6] concerning the automorphism
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group of Ẽ6 by using some properties of the 1-st Yau algebra, see Theorem D
and Remark 36.

We have already shown that the complex structures of simple elliptic
singularities can be totally distinguished by means of k-th Yau algebras
for sufficiently large k. We have also investigated the isomorphism group
of such Lie algebras explicitly. This problem is essentially linked with the
classification problem that aims to classify all finite dimensional nilpotent
Lie algebras. So far, the classification of all Lie algebras over C is obtained in
dimension up to 6, and nilpotent complex Lie algebras are classified only in
dimension up to 7. Two-step nilpotent, or metabelian, Lie algebras form the
first non-trivial subclass of nilpotent algebras. Even in the case of metabelian
algebras, the classification is a rather complicated problem and is far from
being solved. The solution in dimension up to 9 is given in [25, 26]. In
greater dimensions, only partial results are obtained.

Isomorphisms coming from Lie algebras are reduced to the solutions of
certain types of algebraic equation systems in essence. However, it seems
impossible to obtain isomorphisms directly in this way as usually these sys-
tems contain thousands of variables and relations when the dimension we
considering is large. The basic idea to identify the isomorphic classes is to
extract invariants from the algebraic structures. Actually, the crucial step
in the proof of Torelli theorems of 0-th Yau algebras over both Ẽ7 and Ẽ8

is to find four distinct invariant lines, and compute their cross-ratio. This
approach works perfectly for any integer k � 1, in our forthcoming publi-
cations the details could be found. But it is a great pity that the case for
Ẽ6 looks completely different. Because of the coordinate symmetry, we can
hardly obtain invariant lines. This makes the problem over Ẽ6 be the most
intractable one among these three families. Nevertheless, invariant-theoretic
approach is still available. Technically, we split the problem into three cases:
(1) k = 0 or 1; (2) k = 2; (3) k � 3.

In the first case, we show that the 1-st Yau algebra on Ẽ6 does not
depend on t which is highly similar to the case of the 0-th Yau algebra. It
is formally given by the following theorem.

Theorem A ([12]). The 1-st Yau algebra of Ẽ6 is independent on the
parameter t and it gives rise to a continuous family of 11-dimensional rep-
resentations of a solvable Lie algebra.

For k � 2, we develop an algebraic method to understand the isomor-
phisms of moduli algebras and Yau algebras respectively. Roughly speaking,
explicit bases for all k-th Yau algebras can be entirely described with the
help of a generalized Koszul sequence, see Theorems 9 and 10. It enables us
to construct a family {Mt} of 45-dimensional metabelian Lie algebras for
case (2) and a similar family {Nt} of 15-dimensional for case (3). It takes
us a lot of effort to show that a symmetric three-dimensional subspace Z
remains unchanged under isomorphisms of {Mt} through a subtle calcula-
tion on some derivations of Lie algebras. Along this way, we discover that
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any such isomorphism gives rise to a linear isomorphic map between the
correspondent moduli algebras. The computation for {Nt} is not exactly
the same. As the derivations become trivial in this situation, we introduce
the so-called quasi-derivations to prove the invariant property of a three-
dimensional subspace, say Δ1,t. These invariant-theoretic approaches bring
novel ideas in the study of classification problem of Lie algebras. It turns out
that the analytic structure of family Ẽ6 is completely dependent on {Mt} or
{Nt}. Conclusively, we achieve a Torelli type theorem for any k � 2 which
can be precisely expressed in the following Theorem B. As a consequence, we
are able to construct infinitely many one parameter family of nilpotent Lie
algebras of arbitrary dimensions under certain condition (see Theorem C).

Theorem B. Let {Vt} represent a family of simple elliptic singularities

of type Ẽ6. If integer k � 2, then Lk
t and Lk

s are isomorphic as Lie algebras
if and only if Vt is biholomorphic to Vs.

Encouraged by the above results, we formulate the following conjecture.

Conjecture. Suppose that {Vt} is a (μ, τ)-constant family of isolated
hypersurface singularities with parameters t = (t1, . . . , tm). Then the Torelli
type theorem holds for the k-th Yau algebra of {Vt}, which states that Vt and
Vs are biholomorphically equivalent if and only if their k-th Yau algebras are
equivalent for sufficiently large k.

We also emphasize that our novel results including Theorems 2, 9, 10
etc. are of interest for isolated hypersurface singularities, not merely in the
study of Ẽ6.

Moreover, We have also obtained some other results. In [13], we have
studied the k-th Yau number which is the dimension of k-th Yau algebra
Lk(Vp) which we denote as λk(Vp). These numbers λk(Vp) are new numer-
ical analytic invariants of singularities. We have formulated a conjecture
λ(k+1)(Vp) > λk(Vp), k ≥ 0 and have proven this conjecture for large class of
singularities. In [14], we have computed the Lie algebras L1(Vp) for fewno-
mial isolated singularities. We have also formulated a sharp upper estimate
conjecture for the λk(Vp) of weighted homogeneous isolated hypersurface
singularities and we have proven this conjecture in case of k = 1 for large
class of singularities.

Due to the space limit, this paper is to summarize mainly the results that
we have obtained in [12]. The structure of the paper is as follows. In Section
2, we present some basic definitions and recent results about the k-th Tjurina
numbers and the k-th Yau numbers for isolated hypersurface singularities.
In Section 3, we present a connection between local function algebras and
k-th moduli algebras. In Section 4, the bases of k-th moduli algebras and
their associated k-th Yau algebras are computed. We also describe the k-
th Yau number of Ẽ6 explicitly. Theorem B is reduced to compute the set
of isomorphisms of two families of metabelian Lie algebras in Section 5.
Section 6 and 7 are devoted to present isomorphism groups of metabelian
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Lie algebras which is a key step in the proof of Theorem B. In the final
section, we characterize the set of isomorphisms of the 1-st Yau algebras
which yields a similar result revolving around the 0-th Yau algebras.

2. General results

Let On := C[[x1, . . . , xn]] be a formal power series ring over C with
maximal idealm. Let Vp be a germ of isolated hypersurface singularity at the
origin in Cn represented as the zero locus of polynomial p = p(x1, . . . , xn).
Denote by R(Vp) the local function algebra (or coordinate ring) of Vp, i.e.,

R(Vp) = On/〈p〉.
The k-th moduli algebra of Vp is defined by

Ak(Vp) = On/〈p,mkJ(p)〉,
where J(p) = 〈∂1(p), . . . , ∂n(p)〉 denotes the Jacobi ideal of p.

For an isolated hypersurface singularity Vp determined by a polynomial
p = p(x1, . . . , xn), the k-th Yau algebra of Vp is defined by

Lk(Vp) := Der(Ak(Vp),Ak(Vp)).

It is a natural generalization of Yau algebra [4]. The dimension of k-th Yau
algebra shall be called k-th Yau number.

When we restrict ourselves to consider the homogeneous isolated hyper-
surface singularities, the natural embedding from Lk(Vp) to a free Ak(Vp)-

module generated by ∂1, . . . , ∂n endows Lk(Vp) with a grading structure
by setting deg(∂1) = . . . = deg(∂n) = −1. A homogeneous derivation is a
derivation whose nonzero terms all have the same degree.

We obtain the following results. The details and proofs can be found in
[12].

Theorem 2 ([12]). Suppose that Vp is an isolated singularity determined
by a polynomial p = p(x1, . . . , xn) with n � 2. For k sufficiently large, there
exists an exact sequence of Ak(Vp)-modules:

(1)

0 Lk(Vp) Ak(Vp)〈∂1, . . . , ∂n〉 Ak(Vp) A0(Vp) 0,
ψ1 ψ0

where ψ1 maps ∂i to ∂i(p), and ψ0 denotes the quotient map.

According to the proof of Theorem 2 and Proposition 1.2 in [28], one can
conclude that when Vp is weight-homogeneous and k is large enough, as an

Ak(Vp)-module, Lk(Vp) is generated by mk∂i, H and Ei,j for 1 � i < j � n,
where H represents the Euler derivation, and Ei,j is given by

Ei,j :=∂i(p)∂j − ∂j(p)∂i.

In particular, we achieve the following corollary for homogeneous singulari-
ties.
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Corollary 3 ([12]). Suppose that Vp is homogeneous. Let k be an in-

teger verifying mk∂i,j(p) ⊆ J(p) for all i, j = 1, . . . , n. Then

Lk(Vp) ∼= mkAk(Vp)〈∂1, . . . , ∂n〉 ⊕DerkL(Vp),

where DerkL(Vp) consists of derivations of degree strictly less than k − 1.

Moreover, the subspace DerkL(Vp) can be viewed as an Ak(Vp)-module gen-
erated by derivations H = x1∂1 + · · ·+ xn∂n and Ei,j for 1 � i < j � n.

The following theorem appears to be the main result in this section.

Theorem C ([12]). Let Vp be an isolated hypersurface singularity with
multiplicity r. Denote by τ its Tjurina number. Then there exists a polyno-
mial P (k) of degree n− 1 such that

dimAk(Vp) = P (k) and dimLk(Vp) = (n− 1)P (k) + τ,

for k sufficiently large. Furthermore, the leading coefficient of P (k) equals
r/(n− 1)!.

Hereafter, we define the binomial coefficient to be zero when its numer-
ator is negative. We obtain the consequent result for homogeneous singular-
ities as follows.

Corollary 4 ([12]). For homogeneous singularity Vp with multiplicity
r, we have

(2) dimAk(Vp) = (r − 1)n +

(
k + r − 2 + n

n

)
−
(
k − 2 + n

n

)
− θr+k−2,

where θi denotes the coefficient of ti in the series (1+t+t2+· · ·+tr−2)n/(1−
t).

Hence, for sufficiently large k, we have

(3) dimAk(Vp) =

(
k + r − 2 + n

n

)
−
(
k − 2 + n

n

)
,

and

(4) dimLk(Vp) = (n−1)

(
k + r − 2 + n

n

)
− (n−1)

(
k − 2 + n

n

)
+(r−1)n.

We define the Hilbert-Poincaré series of homogeneous singularity Vp by

HS(t) :=
∞∑
k=0

dimAk(Vp) · tk.

As a consequence of the previous Corollary, we find that

HS(t) =
(r − 1)n

1− t
+

1− tr − (1− tr−1)n

tr−2(1− t)n+1
.
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3. Isomorphisms of moduli algebras over Ẽ6

Let us consider a family {Vt} of elliptic singularity of type Ẽ6 defined by

Vt := {(x, y, z) : ft(x, y, z) = x3 + y3 + z3 + txyz = 0},

where t3 
= −27. As in Section 2, we denote the local function algebra of Vt

by R(Vt) and the k-th moduli space of Vt by Ak(Vt).
Let IA and IB be two ideals of On generated by homogeneous polyno-

mials. Define A := On/IA and B := On/IB to be the correspondent local
algebras. Denote the set of algebraic isomorphisms from A toB by Iso(A,B).
By the Lifting Lemma (Lemma 1.23 in [18]),

Iso(A,B) = {φ ∈ Aut(On) : φIA ⊆ IB and φ−1IB ⊆ IA}.

Define the set of C-linear isomorphisms by

GL(A,B) := {φ ∈ GL(n) : φIA ⊆ IB and φ−1IB ⊆ IA}.

Theorem 5 ([12]). Let A and B be local algebras defined above. Let φ
be an isomorphism from A to B. Then the linear part [φ] of φ is also an
isomorphism. Furthermore,

Iso(A,B) ∼= Autid(B)�GL(A,B) ∼= GL(A,B)�Autid(A),

where Autid(·) denotes an automorphism group

Autid(A) := {φ ∈ Iso(A,A) : [φ] = id}.

Therefore, A is algebraic isomorphic to B if and only if there exists a linear
isomorphism from A to B.

We encounter a natural problem. On elliptic singularities Ẽ6, what is the
relation between isomorphisms of local function algebras and of k-th moduli
algebras? To answer this we establish the following interesting theorem.

Theorem 6 ([12]). For k � 2, we have the following equivalence

GL(R(Vt),R(Vs)) ∼= GL(Ak(Vt),Ak(Vs)).

Generically, the theorem is still true for k = 0 and 1 though the above
proof is not available. The only exceptional case is when t3, s3 = 0 or 216.
To see this, we set t = s = 0. Let us consider linear maps of type

(5) φα,β,γ : (x, y, z) → (αx, βy, γz).

One may check that when α, β, γ 
= 0, each φα,β,γ is a linear automorphism
of A0(V0). While φα,β,γ represents an automorphism of R(V0) only in the
case when α3 = β3 = γ3 
= 0. It follows that

GL(R(V0),R(V0)) � GL(A0(V0),A0(V0)).
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In [6], Chen, Seeley and Yau found that the linear isomorphisms of the

0-th moduli algebras of Ẽ6 can be expressed as matrices⎛⎝a1 b1 c1
a2 b2 c2
a3 b3 c3

⎞⎠ ,

whose entries satisfy the following system of quadratic equations:

(6)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

3sa21 + tsa2a3 − 18b1c1 − 3tb2c3 − 3tb3c2 = 0,

3sb21 + tsb2b3 − 18a1c1 − 3ta2c3 − 3ta3c2 = 0,

3sc21 + tsc2c3 − 18a1b1 − 3ta2b3 − 3ta3b2 = 0,

3sa22 + tsa1a3 − 18b2c2 − 3tb1c3 − 3tb3c1 = 0,

3sb22 + tsb1b3 − 18a2c2 − 3ta1c3 − 3ta3c1 = 0,

3sc22 + tsc1c3 − 18a2b2 − 3ta1b3 − 3ta3b1 = 0,

3sa23 + tsa1a2 − 18b3c3 − 3tb2c1 − 3tb1c2 = 0,

3sb23 + tsb1b2 − 18a3c3 − 3ta2c1 − 3ta1c2 = 0,

3sc23 + tsc1c2 − 18a3b3 − 3ta2b1 − 3ta1b2 = 0.

By solving this equation system, they obtained the following theorem.

Theorem 7 ([6]). Let ρ be a primitive cube root of unity. Assume that
t3, s3 
= 0, 216,−27. Up to a scale multiplication, any linear isomorphism
from A0(Vt) to A0(Vs) is given by one of the 216 matrices generated by

A1 :=

(
ρ 0 0
0 1 0
0 0 1

)
, A2 :=

(
ρ ρ2 1
ρ2 ρ 1
1 1 1

)
, A3 :=

(
0 1 0
1 0 0
0 0 1

)
, A4 :=

(
1 0 0
0 0 1
0 1 0

)
.

Moreover, for the case t, s ∈ {0, 6, 6ρ, 6ρ2}, we see that moduli algebras
A0(V0), A0(V6), A0(V6ρ), A0(V6ρ2) are isomorphic to each other with iso-
morphism group generated by A1, A2, A3, A4 and nonsingular diagonal ma-
trices.

One can check that each matrix Ai is an isomorphism between the lo-
cal function algebras R(Vt) and R(Vs). Moreover, diagonal matrices rep-
resent linear maps of type (5). They become isomorphisms belonging to
GL(R(Vt),R(Vs)) only in the case α3 = β3 = γ3 
= 0. Hence, they are
generated by A1, A3, A4 and scale matrices. Therefore, as a consequence of
Theorem 7 we achieve the following corollary.

Corollary 8 ([12]). The set GL(R(Vt),R(Vs)) of isomorphisms forms
a subgroup of GL(3) generated by A1, A2, A3, A4 and scale matrices. In par-
ticular, for t3, s3 
= 0, 216,−27, we have

(7) GL(R(Vt),R(Vs)) ∼= GL(A0(Vt),A0(Vs)).
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Using this result, it is easy to compute the j-invariant for Ẽ6. Following
[6], we set

j(t) :=
t3(t3 − 216)3

(t3 + 27)3
.

Then R(Vt) is isomorphic to R(Vs) if and only if j(t) = j(s).
It remains to understand the set of isomorphism from A1(Vt) to A1(Vs),

which will be studied in the final section.

4. Bases for k-th Yau algebras

Our aim in this section is to describe bases for k-th moduli algebra
Ak(Vt) and the correspondent k-th Yau algebra Lk

t := Der(Ak(Vt),Ak(Vt)).
Note that the Jacobi ideal is given by

J(ft) = 〈3x2 + tyz, 3y2 + txz, 3z2 + txy〉.

We obtain from definition that

A0(Vt) = C[[x, y, z]]/〈3x2 + tyz, 3y2 + txz, 3z2 + txy〉,

and

A1(Vt)

=C[[x, y, z]]/〈3x3+txyz, 3y3+txyz, 3z3+txyz, x2y, x2z, y2x, y2z, z2x, z2y〉.

For k � 2, it is known from the proof of Theorem 6 that

Ak(Vt) = C[[x, y, z]]/〈ft,mkJ(ft)〉 = C[[x, y, z]]/〈ft,mk+2〉.

One may describe the bases for the k-th moduli algebra of Vt as follows.
Case 1: k = 0. There exists a monomial basis of A0(Vt), namely

A0 = {1, x, y, z, xy, xz, yz, xyz}.

Case 2: k = 1. The set of monomials

A1 = {1, x, y, z, x2, y2, z2, xy, xz, yz, xyz}

forms a basis of A1(Vt).
Case 3: k � 2. Denote by Sk the set of monomials with degree less

or equal k. In particular, Sk equals the empty set for k < 0. The set of
monomials

A2 = {1, x, y, z, x2, y2, z2, xy, xz, yz, x2y, x2z, y3, y2x, y2z, z3, z2x, z2y, xyz}
= S3 \ {x3}

forms a basis for A2(Vt). In general, for k � 2, the k-th moduli algebra
Ak(Vt) has a basis

Ak = Sk+1 \ {x3Sk−2}.
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So the maximal degree of elements contained in Ak(Vt) is k+1. By counting
the cardinalities of bases in each case, we have

dimAk(Vt) =

⎧⎪⎨⎪⎩
8 for k = 0,

11 for k = 1,
3
2k

2 + 9
2k + 4 for k � 2.

By a proper shifting, the polynomial with respect to k for the case k � 2
coincides with the Hilbert polynomial of Vt as a projective variety.

We turn to investigate the bases for the k-th Yau algebra.
Case 1: k = 0. For t3 = 0 or 216, dimL0

t = 12. For t3 
= 0, 216, we find
that L0

t is of dimension 10 with basis

{x∂x + y∂y + z∂z, 6xy∂x − txz∂y, 6xz∂x − txy∂z, 6xy∂y − tyz∂x,

6zy∂y − txy∂z, 6xz∂z − tyz∂x, 6yz∂z − txz∂y, xyz∂x, xyz∂y, xyz∂z}.
Case 2: k = 1. For t3 = 0 or 216, dimL1

t = 24. For t3 
= 0, 216, we get
dimL1

t = 22. A basis for L1
t in the latter case is given by

{x∂x + y∂y + z∂z} ∪ {η∂x, η∂y, η∂z : η ∈ A1 and deg η = 2 or 3}.
Case 3: k = 2. In this case, we obtain dimL2

t = 46 for arbitrary t and a
basis for L2

t given by

{x∂x + y∂y + z∂z} ∪ {η∂x, η∂y, η∂z : η ∈ A2 and deg η = 2 or 3}.
Case 4: k � 3. According to Corollary 3, we already know that Lk

t is gen-
erated by H, Ei,j ,mk∂x,m

k∂y,m
k∂z. The problem is that they are linearly

dependent, so we need to investigate their relations. The general situation,
namely isolated homogeneous hypersurface singularities will be considered.
The following theorem is viewed as a generation of Koszul sequence.

Theorem 9 ([12]). Suppose that Vp is an isolated homogeneous hyper-
surface singularity associated with a homogeneous polynomial p = p(x1, x2,
. . . , xn) of degree r in n � 2 variables. Set O := On := C[[x1, . . . , xn]] and
R := R(Vp) := O/〈p〉. Let C1 be a free O-module of rank n with generators
b0[1], . . . , b

0
[n]. For s � 0, define Cs to be a free O-module of the form

Cs :=
κ⊕

j=0

s−2j∧
C1, where κ :=

⌊s
2

⌋
.

Denote by b0[i1,...,is]
, b1[i1,...,is−2]

, . . . , bκ[i1,...,is−2κ]
(or bκ∅ when s = 2κ) the gen-

erators of Cs. In particular, b0∅ = 1 ∈ C0 = O. Endow Cs with a grading

structure by defining the degree of bj[i1,...,is−2j ]
to be (r−1)(s−2j)+ r(j−1).

For s � 2, we define φs to be a morphism from Cs to Cs−1 preserving both
grading structures:

b
j
[i1,i2,...,is−2j ]

→
n∑

l=1

xlb
j−1
[l,i1,i2,...,is−2j ]

+

s−2j∑
μ=1

(−1)μ+1∂iμ(p)b
j

[i1,...,îμ,...,is−2j ]
.
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Hereafter, superscript ·̂ means the term is omitted. In addition, we define φ1

the morphism from C1 to C0 by b0[i] → ∂i(p).

Then there exists an exact sequence of graded R-modules:

(8)

C3⊗R C2⊗R C1⊗R R[r] R[r]/J(p) 0,
ψ3 ψ2 ψ1 ψ0

where ψi is induced by φi for i � 1 and ψ0 denotes the quotient map.

As a consequence of the previous theorem, we obtain a resolution for
DerkL(Vp). See the definition in Corollary 3.

Theorem 10 ([12]). Fix an isolated homogeneous singularity Vp asso-
ciated with a homogeneous polynomial p = p(x1, x2, . . . , xn) with n � 2.
Assume that k is large enough such that mk∂i,j(p) is contained in J(p) for
i, j = 1, . . . , n. Denote by Cs

L the quotient module of Cs modulo elements
of degree � k − 1. Then there exists an exact sequence (of finite length) of
graded R-modules:

(9)

C4
L ⊗R C3

L ⊗R C2
L ⊗R DerkL(Vp) 0.

ψ4 ψ3 ψ2

As a torsion R-module, the generators of DerkL(Vp) can be chosen as

H := x1∂1 + x2∂2 + · · ·+ xn∂n,

Ei,j := ∂i(p)∂j − ∂j(p)∂i for 1 � i < j � n,

with relations

(10a) mk−1H = mk−r+1Ei,j = 0,

(10b) ∂i(p)H+

n∑
l=1

xlEl,i = 0,

and

(10c) ∂l(p)Ei,j + ∂i(p)Ej,l + ∂j(p)El,i = 0.

An alternative proof is given in [12] for polynomial (4) as an application
of sequence (9).

We return to the case of simple elliptic singularities Ẽ6. According to
the second assertion of Theorem 10, we define

H := x∂x + y∂y + z∂z,

Xt := ∂z(ft)∂y − ∂y(ft)∂z = (3z2 + txy)∂y − (3y2 + txz)∂z,

Yt := ∂x(ft)∂z − ∂z(ft)∂x = (3x2 + tyz)∂z − (3z2 + txy)∂x,

Zt := ∂y(ft)∂x − ∂x(ft)∂y = (3y2 + txz)∂x − (3x2 + tyz)∂y.
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Then Lk
t /m

k〈∂x, ∂y, ∂z〉 is isomorphic to an R(Vt)-module generated by
Xt,Yt,Zt,H with relations:

zYt − yZt = (3x2 + tyz)H,(11a)

xZt − zXt = (3y2 + txz)H,(11b)

yXt − xYt = (3z2 + txy)H,(11c)

(11d) (3x2 + tyz)Xt + (3y2 + txz)Yt + (3z2 + txy)Zt = 0,

and

(11e) mk−1H = mk−2Xt = mk−2Yt = mk−2Zt = 0.

Hence, one may choose a basis of Lk
t of the form

{ξXt : ξ ∈ Sk−3 \ x2Sk−5}
∪ {ξYt, ξZt : ξ ∈ Sk−3 \ xSk−4}
∪ {λH : λ ∈ Sk−2 \ x2Sk−4}
∪ {η∂x, η∂y, η∂z : η ∈ Sk+1 \ x3Sk−2 and deg η = k or k + 1}.

A direct calculation shows that the k-th Yau number satisfies

dimLk
t = 3k2 + 9k + 16,

which coincides with polynomial (4) in Corollary 4.

5. Torelli theorem for the k-th Yau algebra

In this section, we aim to prove Theorem B. The basic idea is to compute
the set of isomorphisms from Lk

t to Lk
s . The grading structure of Lk

t is not
invariant under isomorphisms which creates many difficulties. To overcome
this issue we introduce a new family of graded Lie algebras with the same
isomorphic classes instead.

Throughout this section, we assume k � 2. First we wish to define a
series of Lie subalgebras of Lk

t :

(12) g0 ⊇ g1 ⊇ g2 ⊇ . . . ⊇ gk ⊇ gk+1.

Observing from the basis of Lk
t studied in Section 4 that the degree of

derivations ranges from 0 to k, we shall set gk+1 := {0}. Let us define
g1 := [Lk

t , L
k
t ] and iteratively,

gi := {u ∈ Lk
t : [u, g1] ∈ gi+1},

where i ranges from k to 2. From the construction above, we see that each
subspace gi is generated by all derivations of degree � i. Denote by Dk

i,t the

quotient space gi/gi+1 which is represented by homogeneous derivations of
degree i. We define a graded Lie algebra called L̄k

t by

L̄k
t := ⊕k

i=0D
k
i,t,
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with Lie bracket operations inherited from Lk
t . From definition, we have

L̄k
t
∼= Lk

t as Lie algebras. Let us denote by Md the set of monomials of
degree d. According to the basis of L̄k

t , we find that, for i = k or k − 1,

(13) Dk
i,t

∼= C〈η∂x, η∂y, η∂z : η ∈ Mi+1〉
C〈ξft∂x, ξft∂y, ξft∂z : ξ ∈ Mi−2〉

,

and for 0 � i < k − 1,

(14) Dk
i,t

∼= C〈λH, ξXt, ξYt, ξZt : λ ∈ Mi, ξ ∈ Mi−1〉
C〈relations generated by (11a)-(11d) and ft〉

,

as vector spaces. Hence, for a fixed subscript i, the subspace Dk
i,t remains

unchanged when k ranks from i+2 to an arbitrary large integer. This enables
us to define the limit of sequence Lk

t with k ∈ N as

L̄∞
t := ⊕∞

i=0D
i+2
i,t .

It is natural to wonder whether there exists a canonical definition for the
limit of a general sequence of k-th Yau algebras of isolated singularities.

Let Iso(Lk
t , L

k
s) be the set of all isomorphisms from Lk

t to Lk
s . Denote by

Iso(L̄k
t , L̄

k
s) the set of isomorphisms from L̄k

t to L̄k
s preserving both grading

structures. Since the Lie bracket of Lk
t coincides with the one of L̄k

t , there
exists a natural embedding

Iso(L̄k
t , L̄

k
s) ↪→ Iso(Lk

t , L
k
s).

Conversely, any isomorphism from Lk
t to Lk

s maps the series (12) of Lk
t to

the correspondent one of Lk
s analogously which induces an isomorphism that

preserves the grading structures of L̄k
t and L̄k

s . So we obtain a natural map

Iso(Lk
t , L

k
s) → Iso(L̄k

t , L̄
k
s).

More essential relations between these two sets are described by the following
theorem.

Theorem 11 ([12]). Let Lk
t be the k-th Yau algebra of Ẽ6. Let L̄k

t be
the graded Lie algebra induced by Lk

t . Denote by Autid(L
k
t ) the group of

automorphisms of Lk
t which induce the identity map on L̄k

t . Then

Iso(Lk
t , L

k
s)

∼= Autid(L
k
s)� Iso(L̄k

t , L̄
k
s)

∼= Iso(L̄k
t , L̄

k
s)�Autid(L

k
t ).

Therefore, Lk
t is isomorphic to Lk

s if and only if L̄k
t is isomorphic to L̄k

s .

Definition 12. A Lie algebra L is called a metabelian Lie algebra if
[L, [L,L]] = 0. Its signature is a pair (m,n), where

m = dimL/[L,L] and n = dim[L,L].

We define two families of metabelian Lie algebras {Mt} and {Nt} as

Mt := D2
1,t ⊕ [D2

1,t, D
2
1,t],

and
Nt := D3

1,t ⊕ [D3
1,t, D

3
1,t].
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For simplicity we write Hx,Hy,Hz instead of xH, yH, zH respectively
throughout this paper. Denote by Kt a linear subspace generated by
ft∂x, ft∂y, ft∂z. It can be easily deduced from Equations (13) and (14) that

D2
1,t

∼= C〈η∂x, η∂y, η∂z : η ∈ M2〉,

and

D3
1,t

∼= C〈Hx,Hy,Hz,Xt,Yt,Zt〉.
Then a direct calculation shows that

D2
2,t = [D2

1,t, D
2
1,t]

∼= C〈η∂x, η∂y, η∂z : η ∈ M3〉/Kt,

and

D3
2,t � [D3

1,t, D
3
1,t]

∼= C〈xXt, yXt, zXt, xYt, yYt, zYt, xZt, yZt, zZt〉.

This yields that the signatures of Mt and Nt are (18, 27) and (6, 9) respec-
tively.

The following theorem will play a significant role in the proof of Theo-
rem B.

Theorem 13 ([12]). Denote by Iso(Mt,Ms) and Iso(Nt, Ns) the sets of
isomorphisms preserving grading structures. Then we have the equivalences

(15) Iso(Mt,Ms) ∼= GL(R(Vt),R(Vs)),

and

(16) Iso(Nt, Ns) ∼= GL(A0(Vt),A0(Vs)).

Therefore, the Lie algebra Mt (resp. Nt) is isomorphic to Ms (resp. Ns) if
and only if their j-invariants j(t) and j(s) are equal.

We finish this section with a proof of Theorem B.

Proof of Theorem B. We first assume that Vt is biholomorphic to
Vs. By Mather-Yau Theorem (or Theorem 6) there exists an isomorphism
from Ak(Vt) to Ak(Vs). It gives rise to an isomorphism from Lk

t to Lk
s since

k-th Yau algebra is constructed from the k-th moduli algebra.
Conversely, suppose that φ is an isomorphism from Lk

t to Lk
s . Then it

induces an isomorphism that preserves the grading structures of L̄k
t and L̄k

s

from Theorem 11. So φ maps isomorphically from Dk
i,t to Dk

i,s for i = 1, 2.

Theorem 13 states that the j-invariants j(t) and j(s) are equal. Therefore,
we find that Vt is biholomorphic to Vs. �

Remark 14. Suppose that t3, s3 
= 0, 216,−27. The proof actually shows
that Iso(L̄k

t , L̄
k
s)

∼= GL(A0(Vt),A0(Vs)) ∼= GL(R(Vt),R(Vs)) for k � 2 or
even k = ∞. It remains to prove Theorem 13 which is explained in the next
two sections.
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6. Isomorphisms of {Mt}
We prove the equivalence between GL(R(Vt),R(Vs)) and Iso(Mt,Ms) in

this section. Recall that Mt admits a direct sum decomposition

Mt = D1 ⊕ (D2/Kt),

where D1, D2 are generated by all derivations η∂x, η∂y, η∂z for η ∈ M2,M3

respectively. It is closely related to a graded metabelian Lie algebra M∗ with
decomposition

M∗ := D1 ⊕D2.

We shall mention that M∗ actually is a Lie subalgebra of the Yau algebra of
C[[x, y, z]]/m4. We employ the symbols [·, ·]t, [·, ·]s and [·, ·] to distinguish Lie
brackets on Mt, Ms and M∗. Knowing [u, v]t = [u, v] mod Kt, we observe
that both Mt and Ms are quotient Lie algebras of M∗.

If φ is an isomorphism fromMt toMs preserving both grading structures,
then for u, v ∈ Mt,

φ[u, v]t = [φu, φv]s.

Let A := φ|D1 and B := φ|D2/Kt
. Then for u, v ∈ D1,

[Au,Av] = B[u, v] mod Ks.

The linear map B can be extended to GL(D2) whose image on the subspace
Kt is Ks. And then there exists a map

C : D1 ×D1 → Ks

such that

[Au,Av] = B[u, v] + C(u, v).

Obviously, C(u, v) shall be an anti-commutative bilinear map. Note that the
Lie bracket

[·, ·] : D1 ×D1 → D2

is surjective and both [D1, D2] and [D2, D2] vanish. We realize that the
isomorphism φ is completely determined by the linear map A, though maps
B and C may not be unique. In fact, the bilinear map C can be cancelled
by applying the following theorem.

Theorem 15 ([12]). Suppose that φ is a degree-preserving isomorphism
from Mt to Ms. Let A ∈ GL(D1) be the restriction of φ to D1. Then there
exists a unique linear automorphism B ∈ GL(D2), such that

[Au,Av] = B[u, v].

In addition, φ induces an automorphism of M∗ which preserves the grading
structure of M∗, i.e.,

Iso(Mt,Ms) ⊆ Aut(M∗).
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Before we give a proof, we introduce three derivations of Lie algebra M∗
and deduce a lemma. For u ∈ M∗, we define

δx(u) := [x∂x, u],

δy(u) := [y∂y, u],

δz(u) := [z∂z, u].

Though x∂x is not contained in M∗, derivation δx is well-defined as an en-
domorphism of M∗. Notice that by the Jacobi identity of the Yau algebra of
C[[x, y, z]]/m4, we have

δx[u, v] = [δx(u), v] + [u, δx(v)].

This implies δx is indeed a derivation of M∗. All generators η∂x, η∂y, η∂z
with η ∈ M2 ∪ M3 of basis for M∗ are eigenvectors of δx. Given u one of
such generators, we define degx(u) to be the degree of u with respect to x.
Then

δx(u) = degx(u) · u.
So the eigenvalues of δx|D1 are {−1, 0, 1, 2} and those of δx|D2 are
{−1, 0, 1, 2, 3}. In the same manner, similar properties hold for δy and δz.

Lemma 16 ([12]). Assume that s is a nonzero complex number. Then
there exist decompositions of linear maps on D2:

id|D2 = Px +Qx = Py +Qy = Pz +Qz

such that imQα = Ks and δαD2 ⊆ imPα for α = x, y, z.

Proof of Theorem 15. Let us assume that φ is an isomorphism from
Mt to Ms represented by (A,B,C). That is for u, v ∈ D1,

[Au,Av] = B[u, v] + C(u, v).

Since the matrix A2 defined in Theorem 7 induces an isomorphism from M0

to M6, we may assume that both parameters t and s are nonzero. Let Px,
Qx be the linear maps constructed in Lemma 16. Then

[Au,Av] = B[u, v] + C(u, v) = PxB[u, v] +QxB[u, v] + C(u, v)(17)

= PxB[u, v] + Cx(u, v),

where

Cx(u, v) := C(u, v) +QxB[u, v].

Set δAx := A−1δxA. Applying δx on both sides of Equation (17), we obtain

δxPxB[u, v] + δxCx(u, v)

= δx[Au,Av]

= [δxAu,Av] + [Au, δxAv]

= [AδAx u,Av] + [Au,AδAx v]

= PxB[δAx u, v] + PxB[u, δAx v] + Cx(δ
A
x u, v) + Cx(u, δ

A
x v).
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As a consequence of Lemma 16, we obtain δxD2 ⊆ imPx and imCx ⊆ Ks =
imQx. It follows that the sum Cx(δ

A
x u, v) + Cx(u, δ

A
x v) is contained in the

intersection of imPx and imQx. Thus,

(18) Cx(δ
A
x u, v) + Cx(u, δ

A
x v) = 0.

Since δAx is a similarity transformation of δx, the eigenvalues of δAx |D1 shall
be −1, 0, 1, 2 and the eigenvectors are of the form A−1η∂x, A

−1η∂y, A
−1η∂z

with η ∈ M2. Hence, one may suppose that both u, v are eigenvectors of
δAx with eigenvalues degx(Au), degx(Av) respectively. Then it follows from
Equation (18) that

(degx(Au) + degx(Av))Cx(u, v) = 0.

Thus, for degx(Au) + degx(Av) 
= 0,

C(u, v) = −QxB[u, v].

Similarly, we can conclude that for degy(Au) + degy(Av) 
= 0,

C(u, v) = −QyB[u, v],

and for degz(Au) + degz(Av) 
= 0,

C(u, v) = −QzB[u, v].

Notice that

(degxAu+ degxAv) + (degy Au+ degy Av) + (degz Au+ degz Av)

= (degx+degy +degz)(Au) + (degx+degy +degz)(Av) = 2.

So at least one of the previous three conditions holds for arbitrary eigen-
vectors u and v. It yields that the value of C(u, v) depends only on the Lie
bracket [u, v]. Since C is a bilinear map, there exists a linear map Q from
D2 to Ks such that for arbitrary vectors u and v,

C(u, v) = Q[u, v].

Let BQ := B +Q. Then

[Au,Av] = B[u, v] + C(u, v) = (B +Q)[u, v] = BQ[u, v].

Applying the same arguments for φ−1, we get

[A−1u,A−1v] = B∗
Q[u, v].

Hence,

[u, v] = [AA−1u,AA−1v] = BQ[A
−1u,A−1u] = BQB

∗
Q[u, v].

This implies BQB
∗
Q = id. Thus, BQ ∈ GL(D2) and

[A−1u,A−1v] = B−1
Q [u, v].

This implies that (A,BQ) represents an automorphism of M∗ whose inverse

is given by (A−1, B−1
Q ). �
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Remark 17. Theorem 15 tells us that every isomorphism from Mt to
Ms gives rise to an automorphism of M∗. So our next task is to describe
the automorphism group of M∗. Once we prove that Aut(M∗) ∼= GL(3), then
the first equivalence of Theorem 13 follows obviously. In fact, if φ ∈ GL(3)
induces an isomorphism from Mt to Ms, then it maps isomorphically from
Kt to Ks. This yields φ(ft) = λfs for some constant λ. So φ is indeed a
linear isomorphism from R(Vt) to R(Vs) and vice versa.

The inclusion GL(3) ⊆ Aut(M∗) is trivial since all non-degenerate linear
maps are automorphisms of C[[x, y, z]]/m4.

The idea for the converse is as follows. Define Z to be a linear subspace
of D1 generated by Hx,Hy,Hz. Observe that all automorphisms induced
by GL(3) leave the subspace Z invariant. To see this, let A be a matrix
contained in GL(3). Write

A =

⎛⎝a1 b1 c1
a2 b2 c2
a3 b3 c3

⎞⎠ and A−1 =

⎛⎝a′1 b′1 c′1
a′2 b′2 c′2
a′3 b′3 c′3

⎞⎠ .

The induced map φA : C[[x, y, z]]/m4 → C[[x, y, z]]/m4 is expressed as⎧⎪⎨⎪⎩
φA(x) = a1x+ b1y + c1z,

φA(y) = a2x+ b2y + c2z,

φA(z) = a3x+ b3y + c3z.

Then the explicit expression for φA(H) is given by

φA(x∂x + y∂y + z∂z) = (a1x+ b1y + c1z)(a
′
1∂x + a′2∂y + a′3∂z)

+ (a2x+ b2y + c2z)(b
′
1∂x + b′2∂y + b′3∂z)

+ (a3x+ b3y + c3z)(c
′
1∂x + c′2∂y + c′3∂z)

= x∂x + y∂y + z∂z.

Hence, we get

(19)

⎧⎪⎨⎪⎩
φA(Hx) = a1Hx + b1Hy + c1Hz,

φA(Hy) = a2Hx + b2Hy + c2Hz,

φA(Hz) = a3Hx + b3Hy + c3Hz,

which implies that the matrix representation of φ|Z is the same as A. Hence,
we shall necessarily prove that any algebraic automorphism of M∗ maps Z to
itself. Taking advantage of this claim, one may construct various invariants
from Z which eventually characterize all algebraic automorphisms.

We begin with a useful lemma.

Lemma 18 ([12]).

(1) The intersection I of linear spaces [Hx,M∗] and [Hy,M∗] is gener-
ated by x2y∂z, xy

2∂z, xyz∂z. Furthermore, we have

{u : [Hx, u] ⊆ I} = Z ⊕ 〈xy∂z, y2∂z, yz∂z〉,
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and

{u : [Hy, u] ⊆ I} = Z ⊕ 〈x2∂z, xy∂z, xz∂z〉.
(2) Fix λ ∈ C. If Ω is an endomorphism of D1 such that for u, v ∈ Z,

(20) [u,Ωv] + λ[Ωu, v] = 0.

Then Ω maps Z to itself.

For a vector v ∈ D1, we define the kernel of v by

ker(v) = {u ∈ D1 : [u, v] = 0}.
For a subspace V ⊆ D1, we define

ker(V ) = {u ∈ D1 : [u, v] = 0 for all v ∈ V }.
Lemma 19 ([12]). Assume that φ is an automorphism of M∗ preserv-

ing grading structure. Let A and B be the restrictions of φ to D1 and D2

respectively. Then
[Z,Z] = [A(Z), A(Z)] = 0.

Moreover, for any non-zero vector u contained in Z, we have

ker(u) = Z and ker(Au) = A(Z).

Lemma 20 ([12]). With the same notations in Lemma 19, the following
assertions hold.

(1) Fix u, v ∈ Z and express Au and Av as

Au = α−1 + α0 + α1 + α2,

Av = β−1 + β0 + β1 + β2,

according to the degree of x (resp. y, z). Then [αi, βj ] = 0 for
i, j = −1, 0, 1, 2.

(2) For any vector h ∈ A(Z), we write

h =

2∑
k,l,m=−1

αk,l,m

according to the relative degrees of x, y, z. Then each component
αk,l,m of the expression is also contained in A(Z).

Lemma 21 ([12]). The dimensions of kernels of vectors contained in the
monomial basis of D1 are given by

dimkerx2∂x = dimker y2∂y = dimker z2∂z = 7;

dimker y2∂x = dimker z2∂x = dimkerx2∂y = dimker z2∂y = dimkerx2∂z

= dimker y2∂z = 8;

dimker yz∂x = dimkerxz∂y = dimkerxy∂z = 7;

dimkerxy∂x = dimkerxz∂x = dimkerxy∂y = dimker yz∂y = dimkerxz∂z

= dimker yz∂z = 5.
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Lemma 22 ([12]). Let φ = (A,B) represent an isomorphism of Lie
algebra M∗ preserving grading structure. Then A maps Z to itself.

Based on above Lemmas, we can prove the following result.

Theorem 23 ([12]). Let φ be an automorphism of Lie algebra M∗ pre-
serving grading structure. Then φ is induced by some linear map P ∈ GL(3),
or equivalently

Aut(M∗) ∼= GL(3).

Now we conclude that the first equivalence of Theorem 13 follows from
Remark 17 and Theorem 23.

7. Isomorphisms of {Nt}
We wish to prove equivalence (16) of Theorem 13 in this section. Recall

from Section 5 that Nt is a metabelian Lie algebra with decomposition

Nt = D1,t ⊕ [D1,t, D1,t].

Throughout this section, we adopt [·, ·]s to distinguish Lie bracket operations
of Ns from those of Nt. The basis of D1,t stated in Section 5 is given by

(21) Hx,Hy,Hz,Xt,Yt,Zt,

and the one of [D1,t, D1,t] is

xXt, yXt, zXt, xYt, yYt, zYt, xZt, yZt, zZt.

A direct calculation shows that

[Hx,Xt] = xXt, [Hx,Yt] = yXt, [Hx,Zt] = zXt,

[Hy,Xt] = xYt, [Hy,Yt] = yYt, [Hy,Zt] = zYt,

[Hz,Xt] = xZt, [Hz,Yt] = yZt, [Hz,Zt] = zZt,

and then

[Zt,Xt] = [(3y2 + txz)∂x − (3x2 + tyz)∂y, (3z
2 + txy)∂y − (3y2 + txz)∂z]

= (t2x2z − 18z2y − 3txy2)∂x + (3tz3 − 3tx3)∂y

+ (18x2y + 3ty2z − t2xz2)∂z

= 6yYt + t((tx2z + 3xy2)∂x + (3z3 − 3x3)∂y + (−3y2z − txz2)∂z)

= tzXt + 6yYt + txZt.

Similar computation shows that

[Zt,Xt] = tzXt + 6yYt + txZt,(22a)

[Xt,Yt] = tyXt + txYt + 6zZt,(22b)

[Yt,Zt] = 6xXt + tzYt + tyZt.(22c)
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Thus, we deduce the equalities

6[Hx,Xt] + t[Hy,Zt] + t[Hz,Yt] = [Yt,Zt],(23a)

t[Hx,Zt] + 6[Hy,Yt] + t[Hz,Xt] = [Zt,Xt],(23b)

t[Hx,Yt] + t[Hy,Xt] + 6[Hz,Zt] = [Xt,Yt].(23c)

As in Section 6, we put Z := 〈Hx,Hy,Hz〉 and obtain

(23d) [Z,Z] = 0.

One can conclude that Nt is actually isomorphic to a free metabelian Lie
algebra generated by elements of (21) modulo relations (23a)-(23d).

We make a few observation regarding how matrices A1 and A2 denoted
in Theorem 7 act on {Nt}. Denote by φA1 and φA2 the induced maps of A1

and A2 on D1,t respectively; then⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

φA1(Hx) = ρHx,

φA1(Hy) = Hy,

φA1(Hz) = Hz,

φA1(Xt) = Xs,

φA1(Yt) = ρ2Ys,

φA1(Zt) = ρ2Zs,

and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

φA2(Hx) = ρHx + ρ2Hy +Hz,

φA2(Hy) = ρ2Hx + ρHy +Hz,

φA2(Hz) = Hx +Hy +Hz,

φA2(Xt) = (2/9ρ+ 1/9)(t+ 3)(ρXs + ρ2Ys + Zs),

φA2(Yt) = (2/9ρ+ 1/9)(t+ 3)(ρ2Xs + ρYs + Zs),

φA2(Zt) = (2/9ρ+ 1/9)(t+ 3)(Xs + Ys + Zs).

Put Δ1,t := 〈Xt,Yt,Zt〉. We discover that both subspaces Z and Δ1,t are
invariant under φA1 and φA2 . Furthermore, the matrix representations re-
stricted to Z and Δ1,t are proportional. They are of vital importance for the
proof of Theorem 13. The following lemma is devoted to proving the first
discovery for arbitrary isomorphism from Nt to Ns.

Lemma 24 ([12]). Let φ be a degree-preserving isomorphism from Nt to
Ns. Then φ(Z) = Z.

We have seen in Section 6 that derivations of Lie algebras play an impor-
tant role in the study of isomorphisms of {Mt}. However, in the case of {Nt},
it turns out that derivations are trivial and hence provide no information.
So we need to extend the definition of derivations.

Definition 25. Let W be a one-dimensional subspace of [D1,t, D1,t]. We
call δ a quasi-derivation of Nt associated to W , if δ is a degree-preserving
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derivation of quotient Lie algebra Nt/W . Alternatively, a quasi-derivation

δ : D1,t → D1,t, [D1,t, D1,t] → [D1,t, D1,t]

is an endomorphism of Nt such that

(24) [δu, v] + [u, δv] = δ[u, v] mod W.

Set δ∗ := φδφ−1, u∗ := φu and v∗ := φv. Applying φ on both sides of
Equation (24), we obtain

φ[δu, v] + φ[u, δv] = φδ[u, v] mod φW.

Hence,

[δ∗u∗, v∗]s + [u∗, δ∗v∗]s = φ[δu, v] + φ[u, δv]

= φδ[u, v]

= δ∗[u∗, v∗]s mod φW.

This means that δ∗ is a quasi-derivation of Ns associated to φW . So the
induced map φ∗ : δ → δ∗ gives a bijection from quasi-derivations of Nt to
those of Ns. A quasi-derivation δ is said to be degenerate if for u ∈ Z, v ∈
D1,t,

δu = 0 and [u, δv] = δ[u, v].

The set of degenerate quasi-derivations can be characterized by the following
lemma.

Lemma 26 ([12]). Let δ be a linear map from Δ1,t to D1,t and let W be
a one-dimensional subspace of [D1,t, D1,t]. Then δ can be extended to be a
degenerate quasi-derivation associated to W if and only if σx(δ), σy(δ), σz(δ)
are contained in W , where

σx(δ) := 6[Hx, δXt] + t[Hy, δZt] + t[Hz, δYt]− [δYt,Zt]− [Yt, δZt],(25a)

σy(δ) := t[Hx, δZt] + 6[Hy, δYt] + t[Hz, δXt]− [δZt,Xt]− [Zt, δXt],(25b)

σz(δ) := t[Hx, δYt] + t[Hy, δXt] + 6[Hz, δZt]− [δXt,Yt]− [Xt, δYt].(25c)

Denote by Δ2,t the subspace of [D1,t, D1,t] spanned by

[Yt,Zt], [Zt,Xt], [Xt,Yt].

Next, we wish to prove that φ(Δ2,t) = Δ2,s as an application of quasi-
derivations.

Theorem 27 ([12]). Assume that t3 
= −27. Degenerate quasi-deriva-
tions of Nt can be described as follows.
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Case (1): For t3 
= 0, 216,−27, any degenerate quasi-derivation δ0t of Nt

is of the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

δ0t (Xt) = (tβμ− tγν)Hx + (tαμ− 6βν)Hy + (6γμ− tαν)Hz

− (βμ+ γν)Xt + αμYt + ανZt,

δ0t (Yt) = (6αν − tβλ)Hx + (tγν − tαλ)Hy + (tβν − 6γλ)Hz + βλXt

− (αλ+ γν)Yt + βνZt,

δ0t (Zt) = (tγλ− 6αμ)Hx + (6βλ− tγμ)Hy + (tαλ− tβμ)Hz + γλXt

+ γμYt − (αλ+ βμ)Zt,

for some complex numbers α, β, γ, λ, μ, ν and the correspondent vector space
W0 is spanned by the vector

α[Yt,Zt] + β[Zt,Xt] + γ[Xt,Yt].

In addition, there exists a nonzero quasi-derivation associated to a one-
dimensional linear subspace W if and only if W is contained in the linear
subspace Δ2,t.

Case (2): For t = 0, the degenerate quasi-derivation of Nt is given by
δ10 , δ

2
0 , δ

3
0 or of the form described in Case (1), where δ10 is defined by⎧⎪⎨⎪⎩

δ10(Xt) = (ζ/6)Yt + (η/6)Zt,

δ10(Yt) = −ηHx − 6γHz + βXt − αYt,

δ10(Zt) = ζHx + 6βHy + γXt − αZt,

and δ20 , δ
3
0 are the image of δ10 under isomorphisms φA4A3,∗, φA3A4,∗ respec-

tively. Explicitly, δ20 and δ30 can be expressed as⎧⎪⎨⎪⎩
δ20(Xt) = ζHy + 6γHz − βXt + αYt,

δ20(Yt) = (ζ/6)Zt + (η/6)Xt,

δ20(Zt) = −6αHx − ηHy + γYt − βZt,

and ⎧⎪⎨⎪⎩
δ30(Xt) = −6βHy − ηHz − γXt + αZt,

δ30(Yt) = 6αHx + ζHz − γYt + βZt,

δ30(Zt) = (ζ/6)Xt + (η/6)Yt.

The correspond one-dimensional linear subspaces W1,W2,W3 of δ10 , δ
2
0 , δ

3
0

are respectively spanned by

α[Yt,Zt] + β[Zt,Xt] + γ[Xt,Yt] + ζ[Hx,Yt] + η[Hx,Zt],

α[Yt,Zt] + β[Zt,Xt] + γ[Xt,Yt] + ζ[Hy,Zt] + η[Hy,Xt],

α[Yt,Zt] + β[Zt,Xt] + γ[Xt,Yt] + ζ[Hz,Xt] + η[Hz,Yt].

Case (3): For t = 6ρj with j = 0, 1, 2, the degenerate quasi-derivation
of Nt is given by the image of δ10 , δ

2
0 , δ

3
0 under φj := φ

Aj
1A2,∗ with associated

linear spaces φj(W1), φj(W2), φj(W3) respectively except those described in
Case (1).
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As an immediate consequence of the previous theorem, we find that N0

can only be equivalent to N6, N6ρ, N6ρ2 . Moreover, we obtain the following
corollary.

Corollary 28 ([12]). Let φ be an isomorphism contained in Iso(Nt, Ns).
Then φ(Δ2,t) = Δ2,s.

With the help of this result, we can show that φ(Δ1,t) = Δ1,s.

Lemma 29. Let Δ1,t be a subspace of D1,t generated by Xt,Yt,Zt. Let
Δ2,t be a subspace of [D1,t, D1,t] generated by [Xt,Yt], [Yt,Zt], [Zt,Xt]. Then
Δ1,t is the unique three-dimensional subspace of D1 such that

[Δ1,t,Δ1,t] = Δ2,t.

Hence, the decomposition

D1,t = Z ⊕Δ1,t

remains unchanged under isomorphisms.

Theorem 30. The isomorphism group of N0, N6, N6ρ, N6ρ2 is equivalent
to a subgroup of GL(3) generated by matrices A1, A2, A3, A4 and diagonal
matrices.

Theorem 31 ([12]). Assume that t3 
= 0, 216,−27. Suppose that A :
Z → Δ1,t and B : [D1,t, D1,t] → [D1,t, D1,t] are linear maps satisfying

B[u, v] = [Au, v] for u ∈ Z, v ∈ Δ1,t and B(Δ2,t) = 0.

Then A is of the form ⎧⎪⎨⎪⎩
A(Hx) = λXt,

A(Hy) = λYt,

A(Hz) = λZt,

for some constant λ.

We have shown that the matrix representations of φ|Z and φ|Δ1,t are
proportional for arbitrary isomorphism φ ∈ Iso(Nt, Ns).

Lemma 32 ([12]). Suppose that φ is a degree-preserving isomorphism
form Nt to Ns whose restriction to Z is given by⎧⎪⎨⎪⎩

φ(Hx) = a1Hx + b1Hy + c1Hz,

φ(Hy) = a2Hx + b2Hy + c2Hz,

φ(Hz) = a3Hx + b3Hy + c3Hz.

Then the restriction of φ to Δ1,t can be expressed as⎧⎪⎨⎪⎩
φ(Xt) = θa1Xs + θb1Ys + θc1Zs,

φ(Yt) = θa2Xs + θb2Ys + θc2Zs,

φ(Zt) = θa3Xs + θb3Ys + θc3Zs,

for some constant θ.
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8. Isomorphisms of 1-st moduli algebras

In this section, we determine the set of linear isomorphisms from A1(Vt)
to A1(Vs). Clearly, any such isomorphism induces an isomorphism belonging
to GL(L̄1

t , L̄
1
s). This fact plays an important role in the proof of the following

theorem which has been mentioned in Section 3.

Theorem 33. For t3, s3 
= 0, 216,−27, the following holds:

GL(A1(Vt),A1(Vs)) ∼= GL(R(Vt),R(Vs)).

With the help of Theorem 33, one can easily obtain the following corol-
lary without knowledge of Theorem 7.

Corollary 34 ([12]). If t3, s3 
= 0, 216,−27, then we find

GL(R(Vt),R(Vs)) ∼= GL(A0(Vt),A0(Vs)) ∼= GL(A1(Vt),A1(Vs)).

Lemma 35. Assume that t3, s3 
= 0, 216,−27. Let φ be a linear isomor-
phism from A1(Vt) to A1(Vs) represented by a square matrix. Let a1, a2, a3
be the entries in the first row of φ. There are only two cases:

(1) If all elements a1, a2, a3 are nonzero, then a31 = a32 = a33;
(2) At least two elements of {a1, a2, a3} equal zero.

Finally we give a complete description for GL(A1(Vt),A1(Vs)).

Theorem D ([12]). If t3, s3 
= 0, 216,−27, then the set of linear iso-
morphisms from A1(Vt) to A1(Vs) forms a group of 216 matrices generated
by A1, A2, A3 and A4 (defined in Theorem 7) up to a scale multiplication.

Remark 36. As a consequence of Corollary 34 and Theorem D, we
obtain a new proof of Theorem 7.
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