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Abstract Ever since Brockett and Clark (1980), Brockett (1981) and Mitter (1980) introduced the

estimation algebra method, it becomes a powerful tool to classify finite-dimensional filtering systems.

In this paper, the authors investigate estimation algebra on state dimension n and linear rank n − 1,

especially the case of n = 4. Mitter conjecture is always a key question on classification of estimation

algebra. A weak form of Mitter conjecture states that observation functions in finite dimensional filters

are affine functions. In this paper, the authors shall focus on the weak form of Mitter conjecture. In the

first part, it will be shown that partially constant structure of Ω is a sufficient condition for weak form

Mitter conjecture to be true. In the second part, the authors shall prove partially constant structure

of Ω for n = 4 which implies the weak form Mitter conjecture for this case.

Keywords Estimation algebra, finite dimensional filter, Mitter conjecture, state estimation.

1 Introduction

Filtering problem refers to estimating the state of a stochastic dynamical system by using

the information of observation history. An important progress is Kalman-Bucy filter proposed

in the 1960s for linear Gaussian systems with Gaussian initial condition. Linear Kalman filter-

ing motivated a lot of researches in the study of nonlinear filtering. Conditional expectation

E[φ(Xt)|Yt] is optimal estimate in the sense of mean square error, where Xt denotes the state

of system and Yt denotes the history of observations. Obviously, conditional density ρ(t, x)

contains full information on nonlinear filtering. In the 1960s, Kushner[1] and Stratonovich[2]
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derived the evolution equation of conditional density independently. For the convenience of

solving Kushner equation, Duncan-Mortensen-Zakai (DMZ) equation[3–5] was proposed and

described the evolution of unnormalized conditional density σ(t, x) in the late 1960s. DMZ

equation is easier to deal with because it is a linear stochastic partial differential equation.

Currently there are basically four ways of solving nonlinear filtering problems. The first

one is the projection based method, e.g., extended Kalman filter and geometric projection

filter[6]. The second approach is the particle evolution method. In this type of method, different

particles {Xi} will be created and evolved according to the controlled stochastic differential

equation. True conditional density will be approximated by empirical distribution of discrete

particles. Typical algorithms include ensemble Kalman filter[7] and feedback particle filter[8].

The third approach is the optimization-based algorithm including optimal control[9] and optimal

transportation[10]. The fourth aspect is based on the solution of DMZ which will be explained

in detail below.

It is noted that robust DMZ equation is a linear parabolic PDE and Wei-Norman approach

can be applied to solve it in principle. Estimation algebra method proposed by [11–13] originated

from Wei-Norman approach in the 1970s. Once estimation algebra of the system is a finite

dimensional Lie algebra, Wei-Norman approach can represent formal solution of robust DMZ

equation. Estimation algebra method has been developed for more than 40 years and has

the following advantages. First, it takes account of both geometrical and algebraic aspects

of nonlinear filtering. Second, it allows us to determine the forms of finite dimensional filters

including drift and diffusion coefficients. This prior information allows us to find potential finite

dimensional filters. Efficient algorithms can be studied based on the form of finite dimensional

filters. Third, DMZ equation can be solved explicitly and universal recursive filters can be

constructed if estimation algebra is finite dimensional. Fourth, it demonstrates that there

exists an algorithm with polynomial computational complexity for finite dimensional filter.

In the International Congress of Mathematicians of 1983, Brockett[12] proposed the program

of classifying all finite dimensional estimation algebra. Since the 1990s, through persistent

efforts, Yau and his collaborators finished the complete classification of maximal rank estimation

algebras[14–18]. At the beginning of the 20th century, Yau and his coworkers initiated the study

of nonmaximal rank finite dimensional estimation algebra. Mitter conjecture states that all

functions contained in finite dimensional estimation algebra are affine. It plays an important

role in the classification of finite dimensional estimation algebra in both maximal rank case

and nonmaximal rank case. In fact, one critical step of maximal rank classification is to prove

the validity of Mitter conjecture. With the Mitter conjecture, differential operators contained

in the estimation algebra will be determined, yielding a more clear structure of the estimation

algebra. As a first step towards Mitter conjecture, we need to prove the weak form of Mitter

conjecture which states that observation functions are all affine functions. Recently, a lot of

attentions have turned to nonmaximal rank estimation algebra with linear rank n − 1 and

state space dimension n. More precisely, Mitter conjecture was proven for state space with

dimension n ≤ 3[19, 20]. Recently linear structure of Ω matrix (see Definition 2.10) has been

verified for arbitrary state dimension with linear rank n − 1 which is a critical step towards
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Mitter conjecture[21]. However, in the high dimensional situation with state dimension larger

than 3, Mitter conjecture is an important unsolved problem in the field. In this paper, we shall

solve weak form of Mitter conjecture for state dimension 4 with rank 3.

First we shall focus on quadratic structure of nonmaximal rank estimation algebra. With

the help of linear and quadratic ranks, we are able to describe any quadratic function φ in E.

We successfully extend the quadratic structure theory from maximal rank case to nonmaximal

rank case. In the second part, we demonstrate that the weak form of Mitter conjecture is

implied by partially constant structure of Ω. In the final part, partially constant structure of

Ω will be proven and hence weak form of Mitter conjecture holds for n = 4 case.

The paper is organized as follows. In Section 2, we introduce some basic concepts of nonlinear

filtering and preliminary results about the estimation algebras. In Section 3, quadratic structure

of any function in E is studied. In Section 4, the partially constant structure of Ω is shown to

be a sufficient condition of weak form of Mitter conjecture. In Section 5, the partially constant

structure of Ω will be verified for case n = 4. In Section 6, we shall give a summary. Appendix

contains the detailed proofs of related results.

2 Preliminaries

2.1 Basic Notations

The set of real numbers is denoted by R. R
k refers to k dimensional Euclidean space. R

m×n

denotes the set of matrices with size m × n. A = (aij) denotes a matrix A with i, j-entry aij ;

rank(A) denotes rank of matrix A. In denotes identity matrix of size n×n. δij denotes Kronecker

symbol which means δij = 1 if i = j; otherwise δij = 0. A = diag(λ1, λ2, · · · , λn) represents a

diagonal matrix A with diagonal elements λ1, λ2, · · · , λn. Let C∞(U) be set of smooth functions

defined on U , span{v1, · · · , vk} be the linear space spanned by vectors {v1, v2, · · · , vk}, and

Pk(xi1 , · · · , xim
) be the set of polynomials of degree no more than k in variable xi1 , · · · , xim

.

Let polk(xi1 , · · · , xim
) be an element in the set Pk(xi1 , · · · , xim

), P̃k(xi1 , · · · , xim
) be the set

of polynomials of degree at most k in xi1 , · · · , xim
with smooth coefficient in other variables

{xs, s /∈ {i1, · · · , im}}. For a polynomial φ, φ(k) denotes the homogeneous degree k part of φ.

Jξ =
(

∂2ξ
∂xi∂xj

)
denotes the Hessian matrix of function ξ. Finally, an unspecified constant is

denoted by const.

2.2 Basic Concepts

In this paper, we consider the following time-invariant nonlinear filtering system:





dx(t) = f(x(t))dt + g(x(t))dw(t), x(0) = x0 ∈ R

n,

dy(t) = h(x(t))dt + dv(t), y(0) ∈ R
m,

(1)

where x(t) = (x1, · · · , xn) ∈ R
n, y(t) = (y1, · · · , ym) ∈ R

m represents state and observation

vectors in Euclidean space. f : R
n → R

n denotes drift mapping. h : R
n → R

m denotes

observation function. g : R
n → R

n×p represents diffusion coefficient. f = (fi), h = (hi), g =

(gij) are all assumed to be smooth vector fields. w(t) ∈ R
p, v(t) ∈ R

m are mutually independent
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standard Wiener process, i.e., E[dwdwT] = Indt, E[dvdvT] = Imdt. Define coefficient matrix

C = (Cij) := ggT ∈ R
n×n.

For a continuous filtering system, the ultimate goal is to determine the conditional expec-

tation E[φ(xt)|Ft], where φ is a C∞ function and Yt := σ{ys : 0 ≤ s ≤ t} is the sigma algebra

generated by observation. It is well known that conditional expectation E[xt|Ft] is the optimal

estimate with respect to the least variance criterion. Therefore, conditional density ρ(t, x) given

the observation history includes complete information of the filtering system.

Mathematically, unnormalized conditional density σ(t, x) is described by the following Duncan-

Mortensen-Zakai (DMZ) equation[3–5]:

dσ(t, x) = L0σdt + σ(t, x)hT
t ◦ dyt, (2)

where

L0(◦) :=
1

2

n∑

i,j=1

Cij

∂2(◦)

∂xi∂xj

−
n∑

i=1

∂(fi◦)

∂xi

−
1

2
hTh(◦). (3)

Note that DMZ equation is formulated in the form of Stratonovich stochastic integral.

Degeneracy of the matrix C = (Cij) will influence the behavior of L0. In this paper, we assume

that the diffusion coefficient g is an orthogonal matrix which will lead to C = In.

Next we can reformulate forward differential operator L0 as

L0 =
1

2

n∑

i=1

∂2

∂x2
i

−
n∑

i=1

fi

∂

∂xi

−
n∑

i=1

∂fi

∂xi

−
1

2

m∑

i=1

h2
i . (4)

And we define Li := hi, 1 ≤ i ≤ m as the zero degree differential operator of multiplication

by hi.

Let

Di :=
∂

∂xi

− fi, 1 ≤ i ≤ n, η :=

n∑

i=1

∂fi

∂xi

+

n∑

i=1

f2
i +

m∑

i=1

h2
i . (5)

Then we can obtain a more compact form of L0,

L0 =
1

2

(
n∑

i=1

D2
i − η

)
. (6)

Next we give some basic concepts related to Lie algebra.

Definition 2.1 If X and Y are differential operators, the Lie bracket of X and Y , [X, Y ],

is defined by [X, Y ]φ = X(Y φ) − Y (Xφ) for any C∞ function φ.

Definition 2.2 A vector space F with the Lie bracket operation F ×F → F denoted by

(x, y) 7−→ [x, y] is called a Lie algebra if the following axioms are satisfied:

1) The Lie bracket operation is bilinear;

2) [x, x] = 0 for all x ∈ F ;

3) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, x, y, z ∈ F .
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Definition 2.3 Let g and g̃ be two Lie algebras. An isomorphism f : g → g̃ is a linear

map and satisfies

1) f is a bijection.

2) f is a homomorphism of Lie algebras, i.e., f [g1, g2] = [f(g1), f(g2)] for any g1, g2 ∈ g.

g is isomorphic to g̃, i.e., g ∼= g̃, if there exists an isomorphism between g and g̃.

Remark 2.4 If two Lie algebras are isomorphic, then they have the same Lie algebra

structure.

Next we introduce the concept of estimation algebra related to filtering system.

Definition 2.5 The estimation algebra E of a filtering system (1) is defined to be the Lie

algebra generated by {L0, L1, · · · , Lm}, i.e., E = 〈L0, h1, · · · , hm〉L.A..

Remark 2.6 In the whole paper, we assume that E is finite dimensional. Brockett[22]

proved that if one performs a smooth non-singular change of variable z = F (x), this mapping

will lead to an isomorphism of estimation algebra. Therefore, for the purpose of classification

of estimation algebras, we can freely use orthogonal transformations and translations.

Definition 2.7 Let L(E) ⊂ E be the vector space consisting of all the homogeneous

degree 1 polynomials in E. Then the linear rank of estimation algebra E is defined by r :=

dim L(E). If r = n, we call that E has maximal rank. Otherwise, E has non-maximal rank. In

what follows, we shall use (linear) rank for short.

Remark 2.8 Without loss of generality, we can assume x1, x2, · · · , xr ∈ E and xr+1, · · · ,

xn /∈ E by an orthogonal transformation if necessary. More details can be found in [19].

Next we define quadratic rank in order to describe the structure of quadratic function in E.

Definition 2.9 For a given function h ∈ E, we consider homogeneuous quadratic part

h(2) = xTAx. We define quadratic rank of h as λ(h) := rank(A). Then quadratic rank of esti-

mation algebra E is defined as the maximal rank of functions in E, i.e., λ(E) := maxh∈E λ(h).

h∗ := arg maxh∈E λ(h) is called maximal rank quadratic polynomial.

We would like to remark that structure of linear rank and quadratic rank play quite impor-

tant roles in classification of estimation algebras.

Definition 2.10 The Wong’s Ω-matrix is the matrix Ω = (ωij), where

ωij =
∂fj

∂xi

−
∂fi

∂xj

, ∀1 ≤ i, j ≤ n. (7)

Obviously, ωij = −ωji, i.e., Ω is an antisymmetric matrix.

It is worth noticing that elements of Ω matrix satisfy the following cyclical condition, which

can be obtained by direct calculations.

∂ωij

∂xl

+
∂ωjl

∂xi

+
∂ωli

∂xj

= 0, for 1 ≤ i, j, l ≤ n. (8)

Remark 2.11 The structure of Ω matrix influences the form of drift term f . If Ω = 0,

it corresponds to Benes filter, i.e., f = ∇φ where φ ∈ C∞(Rn). In Benes filtering system, drift
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vector field has a potential which can be think of as electronic field. If Ω is a constant matrix,

then the drift vector field corresponds to f(x) = Lx + ∇φ, where L ∈ R
n×n, φ ∈ C∞(Rn).

This type of filter is called Yau filtering system which contains Kalman-Bucy filter and Benes

filter as special cases. Yau filtering system plays an important role in study of maximal and

non-maximal rank estimation algebra.

Definition 2.12 Let U be the vector space of differential operators in the form

A =
∑

(i1,i2,··· ,in)∈IA

ai1,i2,··· ,in
Di1

1 Di2
2 · · ·Din

n , (9)

where nonzero functions ai1,i2,··· ,in
∈ C∞(Rn) and IA ⊂ Nn is a finite set. For i = (i1, i2, · · · , in)

∈ Nn, denote |i| :=
∑n

k=1 ik. The order of A is defined by ord(A) := maxi |i|. Let Uk denote

differential operator in E with order no more than k. Especially, U0 denotes smooth functions

in E.

2.3 Basic Computation Rule

Some basic notations of Lie bracket are also given as below. Let A, B ∈ E and V ⊂ E. then

we denote A = B, mod V if and only if A − B ∈ V ; We define adjoint map Ad : E × E → E

by AdAB = [A, B] and Adk
AB = [A, Adk−1

A B]; Euler operator ES :=
∑

l∈S xl
∂

∂xl
, where S is an

index subset of {1, 2, · · · , n}.

Estimation algebra is an operator algebra. The following basic formulas are useful in ex-

ploring the algebraic structure.

Lemma 2.13 (see [17]) Let E be an estimation algebra for the filtering problem (1).

Ω = (ωij) is defined as in Definition 2.10. Assume X, Y, Z ∈ E and g, h ∈ C∞(Rn). Then

1) [XY, Z] = X [Y, Z] + [X, Z]Y ;

2) [gDi, h] = g ∂h
∂xi

;

3) [gDi, hDj ] = ghωji + g ∂h
∂xi

Di − h ∂g
∂xj

Di;

4) [gD2
i , h] = 2g ∂h

∂xi
Di + g ∂2h

∂x2
i

;

5) [D2
i , hDj] = 2 ∂h

∂xi
DiDj + 2hωjiDi + ∂2h

∂x2
i

Dj + h
∂ωji

∂xi
;

6) [D2
i , D2

j ] = 4ωjiDjDi + 2
∂ωji

∂xj
Di + 2

∂ωji

∂xi
Dj +

∂2ωji

∂xi∂xj
+ 2ω2

ji;

7) [D2
k, hDiDj] = 2 ∂h

∂xk
DkDiDj + 2hωjkDiDk + 2hωikDkDj + ∂2h

∂x2
k

DiDj + 2h
∂ωjk

∂xi
Dk +

h
∂ωjk

∂xk
Di + h∂ωik

∂xk
Dj + h

∂2ωjk

∂xi∂xk
;

8) [gDiDj , hDk] = g ∂h
∂xj

DiDk +g ∂h
∂xi

DjDk−h ∂g
∂xk

DiDj +ghωkjDi+ghωkiDj +g ∂2h
∂xi∂xj

Dk +

gh
∂ωkj

∂xi
.

The following technical results are frequently used in our paper.

Lemma 2.14 (see [21]) 1) [L0, xi] = Di;

2) [[L0, φ], φ] = |∇φ|2 =
∑n

i=1(
∂φ
∂xi

)2;

3) [L0, Dj ] =
∑n

i=1 ωjiDi + 1
2

∂η
∂xj

+ 1
2

∑n
i=1

∂ωji

∂xi
;

4) [L0, x
2
j ] = 2xjDj + 1;
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Lemma 2.15 (see [21]) Suppose that E is finite dimensional estimation algebra. Let

K := const · Dl1+2
n + (B1x + const)D1D

l1+1
n + (B2x + const)D2D

l1+1
n

+ · · · + (Bn−1x + const)Dn−1D
l1+1
n + terms with lower order in Dn, mod Ul1+1 ∈ E,

Z1 := (B1x + const)Dl2+1
n + terms with lower order in Dn, mod Ul2 ∈ E,

Z2 := (B2x + const)Dl2+1
n + terms with lower order in Dn, mod Ul2 ∈ E,

...

Zn−1 := (Bn−1x + const)Dl2+1
n + terms with lower order in Dn, mod Ul2 ∈ E,

(10)

where const means constant number, x = (x1, x2, · · · , xn−1)
T ∈ R

n−1. l1, l2 ≥ 0 are nonnega-

tive integers. Bi ∈ R
1×(n−1) are constant vector for 1 ≤ i ≤ n− 1. Define matrix B = (Bij) as

below:

B :=




B1

B2

...

Bn−1




. (11)

If B is a symmetric matrix, then B must be equal to 0.

Remark 2.16 Notice that Lemma 2.15 holds only under the assumption of finite dimen-

sionality of E without any linear rank condition. It can be applied in any nonmaximal rank

estimation algebra. This lemma is an important tool in studying the structure of estimation

algebra.

Notice that each xi plays the same role in Lemma 2.15. Therefore, we can simply replace

index n by any α, x by (x1, · · · , xα−1, xα+1, · · · , xn), the same results still holds.

Lemma 2.17 (see [21]) Suppose that E is finite dimensional estimation algebra and 1 ≤

α ≤ n,

K := const · Dl1+2
α + (B1x + const)D1D

l1+1
α + · · · + (Bα−1x + const)Dα−1D

l1+1
α

+ (Bα+1x + const)Dα+1D
l1+1
α + (Bnx + const)DnDl1+1

α

+ terms with lower order in Dα, mod Ul1+1 ∈ E,

Z1 := (B1x + const)Dl2+1
α + terms with lower order in Dα, mod Ul2 ∈ E,

...

Zα−1 := (Bα−1x + const)Dl2+1
α + terms with lower order in Dα, mod Ul2 ∈ E,

...

Zα+1 := (Bα+1x + const)Dl2+1
α + terms with lower order in Dα, mod Ul2 ∈ E,

...

Zn := (Bnx + const)Dl2+1
α + terms with lower order in Dα, mod Ul2 ∈ E,

(12)
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where const means constant number, x = (x1, · · · , xα−1, xα+1, · · · , xn)T ∈ R
n−1. l1, l2 ≥ 0 are

nonnegative integers. Bi ∈ R
1×(n−1) are constant row vectors. Define block matrix B as below:

B :=




B1

...

Bα−1

...

Bα+1

...

Bn−1




. (13)

If B is a symmetric matrix, then B must be equal to 0.

Theorem 2.18 (see [21]) Suppose that E is a finite dimensional estimation algebra of

state dimension n and linear rank n − 1. If the following differential operator is contained in

estimation algebra,

M0 = α(x1, x2, · · · , xn)Dn, mod U0 ∈ E, (14)

where α is a polynomial of x1, x2, · · · , xn, then α is an affine function.

Theorem 2.19 (Linear structure of Ω[21]) Let E be the finite dimensional estimation

algebra with state dimension n and linear rank n − 1. Then Wong’s Ω-matrix has linear

structure; i.e., all the entries in the Ω-matrix are degree 1 polynomials. Furthermore, ωij ∈

P1(x1, · · · , xn−1) for 1 ≤ i, j ≤ n − 1.

Theorem 2.20 (Ocone[23]) Let E be a finite-dimensional estimation algebra. If a function

φ is in E, then φ is a polynomial of degree at most two.

Detailed proof can be found in Theorem 2[17].

Actually, Mitter[13] proposed the following conjecture that is stronger than Ocone’s result.

Mitter Conjecture Let E be a finite dimensional estimation algebra. If φ is a function

in E, then φ is a polynomial of degree at most 1.

Observation functions hi’s play a role as generators in estimation algebra E. Their structures

directly influence the solution of nonlinear filtering system. So, it is important to prove the

weak form of Mitter conjecture which states that all observation functions are affine functions.

Weak form Mitter Conjecture Let E be a finite dimensional estimation algebra. Then

all observations hi’s, are affine functions.

2.4 Underdetermined Partial Differential Equation

Next we summarize the known results related to underdetermined partial differential equa-

tion. Considering the following first order partial differential equation:

n∑

i=1

∂fi

∂xi

+
n∑

i=1

f2
i = F. (15)
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Theorem 2.21 (see [19]) Let d and r ≤ n be two positive integers and

F (x) =
∑

|i|≤d

ai(xr+1, · · · , xn)xi1
1 · · ·xir

r , (16)

where i = (i1, · · · , ir) and where ai’s are smooth functions in xr+1, · · · , xn. The homogeneous

degree d part in x1, · · · , xr of F is denoted by

Fd =
∑

|i|=d

ai(xr+1, · · · , xn)xi1
1 · · ·xir

r .

If there exist n numbers b1, · · · , bn such that Fd(b1, · · · , bn) < 0, there are no smooth functions

fi, 1 ≤ i ≤ n on R
n satisfying the equation (15).

2.5 Euler Operator

Euler operator technique plays an important role in structure deduction of estimation alge-

bra. This technique is frequently used with underdetermined partial differential equation. The

following partial differential equation plays an important role in our paper:

ES(ζ) + mζ = γ(x), (17)

where ES :=
∑

l∈S xl
∂

∂xl
denotes partial Euler operator. We shall write ES = Ei1,i2,··· ,ik

, if

S = {i1 < i2 < · · · < ik}. If (i1, i2, · · · , ik) = (1, 2, · · · , k), we shall write ES = E1:k. If

S = {1, 2, · · · , n} is the whole index dataset, ES = E is the usual Euler operator.

The result as below says that the solution ζ of the equation (17) has polynomial structure

in variables x1, · · · , xl, if γ(x) ∈ P̃x1,··· ,xl
.

Theorem 2.22 (see [19]) Let m be a constant integer and ζ ∈ C∞(Rn) such that E1:l(ζ)+

mζ is a polynomial of degree k in x1, · · · , xl with smooth coefficients of xl+1, · · · , xn.

1) If m + k + 1 > 0, ζ ∈ P̃k(x1, · · · , xl);

2) If m + k + 1 ≤ 0, ζ ∈ P̃k(x1, · · · , xl) or ζ ∈ P̃−m(x1, · · · , xl).

It is trivial to directly get the following corollary. The following corollary is helpful for us

to determine the degree of solution function.

Corollary 2.23 Let m be a constant integer and ζ ∈ C∞(Rn) such that E1:l(ζ) + mζ is

a polynomial of degree k in x1, · · · , xl with smooth coefficients of xl+1, · · · , xn. Then ζ must be

a polynomial of variables x1. · · · , xl with smooth coefficient of xl+1, · · · , xn. Moreover, degree

of ζ in x1, · · · , xl is less than or equal to max{k,−m}.

3 Quadratic Structure of Nonmaximal Rank Estimation Algebra

In this section, we focus on the quadratic structure of functions in nonmaximal rank estima-

tion algebra. Our main point is to describe the quadratic part of any function in E by means

of linear rank and quadratic rank. The results of this section are good for general nonmaximal

rank case and will be used for the rest of our paper.

First, we make an assumption of linear rank:
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Assumption 3.1 Linear rank of E is less than or equal to n − 1, i.e., r ≤ n − 1.

It can be easily checked that 1 ∈ E since [[L0, x1], x1] = 1 ∈ E. In view of the structure

of linear rank, we shall characterize the homogeneous quadratic part of any function in E.

Detailed proof can be found in the Appendix.

Lemma 3.2 Let φ(x) ∈ E be a function in E. Then the homogeneous quadratic part of

φ must be in a block diagonal form, i.e.,

φ(2)(x) = xT


A1 0

0 A2


x, (18)

where A1 and A2 are symmetric matrices with size r×r and (n−r)×(n−r), x = (x1, x2, · · · , xn)T.

Lemma 3.2 implies that maximal rank quadratic polynomial φ ∈ E defined in Definition 2.9

must be of the following form:

φ(2)(x) = xT


A1 0

0 A2


x, (19)

and rank(A1) + rank(A2) = k, where k is quadratic rank defined in Definition 2.9. Under an

appropriate block diagonal orthogonal transformation

T =



U1 0

0 U2



 , (20)

where U1 ∈ R
r×r and U2 ∈ R

(n−r)×(n−r).

In general, any quadratic part φ(2) can be diagonalized as

φ(2) =




D1 0 0

0 0 0

0 0 D2


 , (21)

where D1, D2 are diagonal matrices with non-zero diagonal elements. Theorem 3.7 in [19] proved

that there exists a quadratic function p0 =
∑k1

i=1 x2
i +

∑n
i=n−k2+1 x2

i ∈ E, where k1 + k2 =

k, k1 ≤ r and k2 ≤ n − r, using the technique of translation of variable and Vandermonde

matrix. Notice that p0 has maximal quadratic rank k in E, i.e., λ(p0) = k. We summarize this

result as the following theorem.

Theorem 3.3 Let E be a finite-dimensional estimation algebra with linear rank r and

quadratic rank k. There exists p0 =
∑k1

i=1 x2
i +

∑n
i=n−k2+1 x2

i ∈ E, where k1 + k2 = k, k1 ≤ r

and k2 ≤ n − r.

Remark 3.4 Notice that such orthogonal transformation (20) and translation of variable

xi 7−→ xi + const do not change the basis of L(E). In fact, in view of Lemma 2.14 1), we have

that xj ∈ E ⇐⇒ xj + c ∈ E where c is a constant.
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Let S := {1, · · · , k1, n − k2 + 1, · · · , n}. We use the following conventions:

(i) if k1 = 0, S = {n − k2 + 1, · · · , n};

(ii) if k2 = 0, S = {1, · · · , k1};

(iii) if k1 = k2 = 0, S = ∅.

The following lemma describes the structure of homogeneous degree 2 part of any function

in E. The proof will appear in the Appendix.

Lemma 3.5 If p ∈ E is a quadratic function, then homogeneous quadratic part p(2)(x) is

indepedent of xj for j /∈ S, i.e., ∂p(2)

∂xj
(x) = 0 for j = k1 + 1, · · · , n − k2.

For the sake of exploring more information of quadratic polynomials in E, we consider

quadratic polynomials with least quadratic rank. Let p0 =
∑k1

i=1 x2
i +

∑n
i=n−k2+1 x2

i ∈ E have

maximal quadratic rank and p1 ∈ E have least quadratic rank. In view of (21), we can write

p1 =
∑

1≤i,j≤k1

p1ijxixj +
∑

n−k2+1≤i,j≤n

p1ijxixj + pol1(x) ∈ E. (22)

By block orthogonal transformation,

T =


U1 0

0 U2


 , (23)

where

U1 =


Ũ1 0

0 Ir−k1


 , U2 =


In−r−k2 0

0 Ũ2


 , (24)

we obtain

p1 =
∑

1≤i≤k̃1

dix
2
i +

∑

n−k̃2+1≤i≤n

dix
2
i + pol1(x) ∈ E, (25)

where k̃1 ≤ k1 and k̃2 ≤ k2 and di 6= 0.

Remark 3.6 It is important to notice that this orthogonal transformation (23) keeps

structure of linear rank and maximal rank quadratic polynomial unchange.

Next we can assume

p1 =
∑

1≤i≤k̃1

dix
2
i +

∑

n−k̃2+1≤i≤n

dix
2
i +

∑

r+1≤i≤n

eixi ∈ E, (26)

We get the following Euler operator from maximal rank quadratic polynomial.

Z :=
1

2
([L0, p0] − k) =

( k1∑

i=1

+

n∑

i=n−k2+1

)
xiDi ∈ E. (27)

Since [Z, φ] = ES(φ) for any smooth function φ, Z will play the same role as Euler operator

ES . Next

ES(p1) − p1 =

( ∑

1≤i≤k̃1

+
∑

n−k̃2+1≤i≤n

)
dix

2
i −

∑

r+1≤i≤n−k2

eixi ∈ E. (28)
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By the Vandermonde matrix technique, it implies

p1 :=

( ∑

1≤i≤k̃1

+
∑

n−k̃2+1≤i≤n

)
x2

i ∈ E, (29)

where we still use p1 to denote the least rank quadratic polynomial.

Next we shall see the impact of minimal rank quadratic polynomial on other quadratic

polynomials in E. Define index set S1 := {1, · · · , k̃1, n− k̃2+1, · · · , n} and set Q := span{xixj :

i, j ∈ S1}.

Theorem 3.7 Assume that p1 := (
∑

1≤i≤k̃1
+
∑

n−k̃2+1≤i≤n
)x2

i ∈ E has minimal quadratic

rank. For any quadratic function p ∈ E, if p(2)(x) ∈ Q, then p(2)(x) = λp1 for some constant

λ.

4 Finite Dimensional Estimation Algebra: Linear Observation

4.1 Basic Techniques

Notice that results in this subsection are independent of rank condition. For fixed index

(i, j), ωij must be a constant number when some specific functions exist in E. The proofs will

appear in the Appendix.

Lemma 4.1 If x2
i ∈ E and x2

j ∈ E where 1 ≤ i < j ≤ n, then ωij is a constant.

Lemma 4.2 For 1 ≤ i < j ≤ n, assume ωji = cixi + cjxj + c0 ∈ P1(xi, xj) where ci, cj , c0

are constant coefficients. If the following operators are contained in E,

N0 :=x2
i + x2

j ∈ E, N1 := cixixj + cjx
2
j ∈ E, N2 := cix

2
i + cjxixj ∈ E, (30)

then ωij is equal to c0.

4.2 Partially Constant Structure of Ω

It has been proven that constant structure of Ω implies Mitter conjecture, in particular the

linear structure of observations, under the maximal rank setting. In this subsection, we consider

finite dimensional estimation algebra on arbitrary state dimension n and linear rank r = n− 1.

In the non-maximal rank case, we shall prove the partial constant structure of Ω. This certain

part constant structure of Ω depends on maximal rank quadratic polynomial. Using the partial

constant structure of Ω, we shall establish a sufficient condition for observation function {hi(x)}

be affine functions.

It is critical to notice that the structure of η will influence structure of {hi(x)} largely.

In the next two lemmas, we shall use tools of underdetermined partial differential equations

to obtain restriction from η to {hi(x)}. Main technique used in this section is Euler oper-

ator method and underdetermined partial differential equation combined with maximal rank

quadratic polynomial. The proof can be found in the Appendix.

Lemma 4.3 Let Q be a subset of index {1, 2, · · · , n} and η ∈ P̃3(xs, s ∈ Q) be a degree at

most 3 polynomial in variables xs, s ∈ Q with coefficients smooth function in xj , j /∈ Q. Then

{h
(2)
i } do not contain terms xpxq for ∀p, q ∈ Q.
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By combining maximal rank quadratic polynomial and Lemma 4.3, we obtain the following

result. The proof will appear in the Appendix.

Lemma 4.4 Let p0 =
∑

l∈S x2
l ∈ E be a degree 2 polynomial that has maximal quadratic

rank. If η ∈ P̃3(xl, l ∈ S) is a degree at most 3 polynomial in xl, l ∈ S with coefficient smooth

function in xs, s /∈ S, then observations hi’s are affine functions in x.

Finally based on technical Lemmas 4.3 and 4.4, we can demonstrate that given maximal

rank quadratic polynomial, if Ω has corresponding partially constant structure, then {hi(x)}

can be proven affine.

Theorem 4.5 (Partially constant structure of Ω) Let E be a finite dimensional estimation

algebra with dimension n and linear rank r = n − 1. Let p0 =
∑

l∈S x2
l ∈ E be a degree 2

polynomial that has maximal quadratic rank. If ωij’s are constant numbers for i ∈ S or j ∈ S,

then observations hi’s are affine functions in x.

Remark 4.6 Theorem 4.5 is a general result and points out a relaxed sufficient condition

to prove linear structure of observations. This is the new breakthrough of our paper since we

no longer require the whole constant structure of Ω like the proof of maximal rank case.

5 Finite Dimensional Estimation Algebra with State Dimension 4 and

Rank 3

In this section, we shall focus on finite dimensional estimation algebra with state dimension 4

and linear rank 3. We shall establish a sufficient condition of partially constant structure of

Ω for state dimension 4 and rank 3. The main point is to classify estimation algebra by using

quadratic rank. Under different maximal rank quadratic polynomials, we shall demonstrate

that Ω possesses corresponding partially constant structures. Main technique used here is

construction of infinite sequence. Notice that the result of this section is built on our previously

established result of linear structure of Ω. The result in this section will provide some insights

for case of higher or arbitrary state dimension.

We first classify maximal rank quadratic polynomials for state dimension 4 and rank 3 by

using quadratic rank. The following classification is obtained by using Theorem 3.3.

Lemma 5.1 Let k be quadratic rank of estimation algebra with state dimension 4 and

rank 3. Maximal rank quadratic polynomials can be classified to following 7 cases:

k = 1:

(I) p0 = x2
1 ∈ E;

(II) p0 = x2
4 ∈ E.

k = 2:

(III) p0 = x2
1 + x2

2 ∈ E;

(IV) p0 = x2
1 + x2

4 ∈ E.

k = 3:

(V) p0 = x2
1 + x2

2 + x2
3 ∈ E;

(VI) p0 = x2
1 + x2

2 + x2
4 ∈ E.
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k = 4:

(VII) p0 = x2
1 + x2

2 + x2
3 + x2

4 ∈ E.

In the following subsections, we will consider different cases of maximal rank quadratic

polynomials respectively. In view of Theorem 2.19, Ω has linear structure for our case state

dimension 4 and rank 3.

In each case of Lemma 5.1, we shall start with linear representation of entries of Ω. By

applying Theorem 2.19 to n = 4 case, we get




ω12, ω13, ω23 ∈ P1(x1, x2, x3),

ω14, ω24, ω34 ∈ P1(x1, x2, x3, x4).
(31)

Based on the linear structure representation, the corresponding partially constant structure

will be proven. More precisely, we shall use quadratic rank and structure to simplify part of

coefficients of (ωij). Next we construct infinite sequence to prove partially constant structure

of {ωij} for i ∈ S or j ∈ S.

Finally, we apply Theorem 4.5 in each case to obtain the affine structure of {hi(x)}.

5.1 Case (I): Quadratic Rank k = 1 and p0 = x2
1

In this subsection, we discuss first case of Lemma 5.1: Quadratic rank k = 1 and p0 = x2
1 ∈

E. Our goal is to prove that the three entries ω12, ω13, ω14 are constant numbers. With this

statement, Theorem 4.5 will imply that observation terms are affine functions.

Based on affine structure of Ω of n = 4 case (see (31)), we can assume






ω21 = ã1x1 + ã2x2 + ã3x3 + ã0,

ω31 = b̃1x1 + b̃2x2 + b̃3x3 + b̃0,

ω41 = c̃1x1 + c̃2x2 + c̃3x3 + c̃4x4 + c̃0,

(32)

where {ãi}, {b̃i}, {c̃i} are constant numbers.

Lemma 5.2 If quadratic rank k = 1 and the corresponding maximal rank quadratic poly-

nomial is p0 = x2
1 ∈ E, then ã2 = ã3 = b̃2 = b̃3 = 0.

Theorem 5.3 If quadratic rank k = 1 and the corresponding maximal rank quadratic

polynomial is p0 = x2
1 ∈ E, then {ω1i} are constant numbers for 2 ≤ i ≤ 4.

5.2 Case (II): Quadratic Rank k = 1 and p0 = x2
4

In this subsection, we need to prove that ω14, ω24, ω34 are constant numbers.

First, we start with affine structure of Ω for n = 4 case.




ω14 = a1x1 + a2x2 + a3x3 + a4x4 + a0,

ω24 = b1x1 + b2x2 + b3x3 + b4x4 + b0,

ω34 = c1x1 + c2x2 + c3x3 + c4x4 + c0.

(33)

Lemma 5.4 Assume quadratic rank k = 1 and the corresponding maximal rank quadratic

polynomial p0 = x2
4 ∈ E. Then ω14, ω24, ω34 only depend on variable x4.
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Theorem 5.5 If quadratic rank is one and the corresponding maximal rank quadratic

polynomial is p0 = x2
4 ∈ E, then ωi4’s are constant numbers for 1 ≤ i ≤ 3.

5.3 Case (III): Quadratic Rank k = 2 and p0 = x2
1 + x2

2

In this subsection, we shall demonstrate that ω12, ω13, ω14, ω23, ω24 are constants.

Lemma 5.6 Assume quadratic rank k = 2 and the corresponding maximal rank quadratic

polynomial p0 ∈ x2
1 + x2

2 ∈ E. Then ω12 is a constant number and ω13, ω23 are degree at most

one polynomial in x1, x2, i.e., ω13, ω23 ∈ P1(x1, x2).

Theorem 5.7 If quadratic rank is one and the corresponding maximal rank quadratic

polynomial is p0 = x2
1 + x2

2 ∈ E, then {ω1i} for 2 ≤ i ≤ 4 and {ω2j} for 3 ≤ j ≤ 4 are

constants.

5.4 Case (IV): Quadratic Rank k = 2 and p0 = x2
1 + x2

4

In this subsection, we shall prove that ω12, ω13, ω14, ω24, ω34 are constants.

Lemma 5.8 Assume quadratic rank k = 2 and the corresponding maximal rank quadratic

polynomial p0 ∈ x2
1 + x2

4 ∈ E. Then ω4i ∈ P1(x4) for 1 ≤ i ≤ 3 and ω1j ∈ P1(x1) for 2 ≤ j ≤ 3.

Next we can assume that the following affine structure:






ω21 = ax1 + a0,

ω31 = bx1 + b0,

ω14 = cx4 + c0,

ω24 = dx4 + d0,

ω34 = ex4 + e0.

(34)

Lemma 5.9 For Case (IV), ω14 = 0 is a constant.

Lemma 5.10 For Case (IV), ω1i for 2 ≤ i ≤ 3 and ωj4 for 2 ≤ j ≤ 3 are constants.

Theorem 5.11 For Case (IV), ω1i for 2 ≤ i ≤ 4 and ωj4 for 2 ≤ j ≤ 3 are constants.

5.5 Case (V): Quadratic Rank k = 3 and p0 = x2
1 + x2

2 + x2
3

In this subsection, our aim is to prove that Ω is a constant matrix. In exploring structure

of {ωij} for i, j ∈ S, we shall utilize tool of least quadratic rank structure which will provide

more informtion of quadratic functions in E.

Lemma 5.12 For Case (V), ω21, ω31, ω32 are constant numbers.

Lemma 5.13 For Case (V), ω14, ω24, ω34 are constant numbers.

Theorem 5.14 For Case (V), Ω is a constant matrix.

5.6 Case (VI): Quadratic Rank k = 3 and p0 = x2
1 + x2

2 + x2
4

In this subsection, our goal is to prove Ω is a constant matrix.

Lemma 5.15 For Case (VI), ω4i ∈ P1(x4) for 1 ≤ i ≤ 3 and ω21, ω31, ω23 ∈ P1(x1, x2).
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Based on the above lemma, we can assume affine expression of Ω as





ω21 = a1x1 + a2x2 + a0,

ω31 = b1x1 + b2x2 + b0,

ω32 = c1x1 + c2x2 + c0,

ω34 = dx4 + d0,

ω41 = ex4 + e0,

ω42 = lx4 + l0.

(35)

Lemma 5.16 For Case (VI), ωij’s are constants for i, j ∈ {1, 2, 4}. Moreover, ω41 =

ω42 = 0.

Theorem 5.17 For Case (VI), Ω is a constant matrix. Furthermore, ω34 = 0.

5.7 Case (VII): Quadratic Rank k = 4 and p0 = x2
1 + x2

2 + x2
3 + x2

4

In this subsection, our goal is to prove Ω is a constant matrix. First we do some basic

computations

K0 :=
1

2
[L0, p0] − 2 =

4∑

i=1

xiDi ∈ E (36)

and 




A1 :=[D1, K0] − D1 =
∑

i6=1

xiωi1 ∈ E,

A2 :=[D2, K0] − D2 =
∑

i6=2

xiωi2 ∈ E,

A3 :=[D3, K0] − D3 =
∑

i6=3

xiωi3 ∈ E.

(37)

By applying Lemma 3.2, we get the following result.

Lemma 5.18 For Case (VII), ω4i ∈ P1(x4) for 1 ≤ i ≤ 3.

In the following, we can assume affine expression of Ω,




ω21 = a1x1 + a2x2 + a3x3 + a0,

ω31 = b1x1 + b2x2 + b3x3 + b0,

ω32 = c1x1 + c2x2 + c3x3 + c0,

ω41 = l1x4 + l0,

ω42 = m1x4 + m0,

ω43 = n1x4 + n0.

(38)

Then





A
(2)
1 = a1x1x2 + a2x

2
2 + b1x1x3 + b3x

2
3 + (a3 + b2)x2x3 + l1x

2
4,

A
(2)
2 = −a1x

2
1 − a2x1x2 + (c1 − a3)x1x3 + c2x2x3 + c3x

2
3 + m1x

2
4,

A
(2)
3 = −b1x

2
1 − (b2 + c1)x1x2 − b3x1x3 − c2x

2
2 − c3x2x3 + n1x

2
4.

(39)
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Next we demonstrate constant structure of Ω.

Theorem 5.19 For Case (VII), Ω is a constant matrix. Furthermore, ω4i = 0 for 1 ≤

i ≤ 3.

In summary, we conclude all results obtained from Cases (I) to (VII) in Table 1. In partic-

ular, we have proven that the weak form Mitter conjecture holds for n = 4 case.

Table 1 Summary of partially constant structure of Ω. λ(E) denotes quadratic rank of E.

k1, k2 are defined in the maximal rank quadratic polynomial in Theorem 3.3. const

denotes a constant number. Other ∗ terms appeared in the table denote the irrelevant

terms with partially constant structure

λ(E) k1 k2 ω21 ω31 ω32 ω41 ω42 ω43

1 1 0 const const ∗ const ∗ ∗

0 1 ∗ ∗ ∗ 0 0 0

2 2 0 const const const const const ∗

1 1 const const ∗ 0 0 0

3 3 0 const const const const const const

2 1 const const const 0 0 0

4 3 1 const const const 0 0 0

Theorem 5.20 Let E be a finite dimensional estimation algebra with state dimension 4

and linear rank 3. Then all observations hi’s are affine functions.

Finally, we provide a concrete example of finite dimensional filter in which weak Mitter

conjecture holds. 



dx1 =

(
x1 +

ex1

ex1 + ex2

)
dt + dw1,

dx2 =

(
x1 +

ex2

ex1 + ex2

)
dt + dw2,

dx3 =

(
x3 +

ex3

ex3 + ex4

)
dt + dw3,

dx4 =

(
x3 +

ex4

ex3 + ex4

)
dt + dw4,

dyi = xidt + dvi, 1 ≤ i ≤ 3.

(40)

It is easy to obtain

Ω =




0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0




(41)

is a constant matrix. Further it can be verified that η = 3x2
1 + x2

2 + 3x2
3 + 2x1 + 2x3 + 4 is a

quadratic polynomial. By direct computation, estimation algebra associated with such example
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is of dimension 9 and contains the following basis:

E = span{1, x1, x2, x3, D1, D2, D3, D4, L0}. (42)

6 Conclusion

In this paper, we mainly focus on weak Mitter conjecture for nonmaximal rank estimation

algebra. First we establish the concept of partially constant structure of Ω, which lead us to

prove weak Mitter conjecture. Our second main contribution is to verify partially constant

condition for n = 4 case. In the whole proof, we develop a lot of algebraic techniques which

works not only for maximal rank case, but also for nonmaximal rank case. For example, we

extend the Euler operator technique, and quadratic structure theory to nonmaximal rank case.

In our future work, we shall prove the weak Mitter conjecture for higher dimension n.
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Appendix

In this section, we will provide detailed proofs about results in this paper.
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A.1 Proof of Lemma 3.2

Due to linear rank property and Ocone’s lemma, we can assume any function φ ∈ E has the

form:

φ(x) = xTAx + [0, pT]x ∈ E, (A.1)

where A = (Aij) ∈ R
n×n is a symmetric matrix, p ∈ R

n−r is a vector. Next we consider first

order differential operator [L0, xi] = Di for 1 ≤ i ≤ r. Then we consider bracket between Di

and φ:

[Di, φ(x)] =
∂φ(x)

∂xi

=

n∑

j=1

Aijxj ∈ E. (A.2)

Then again by linear rank property, we get Aij = 0 for 1 ≤ i ≤ r, r + 1 ≤ j ≤ n.

A.2 Proof of Lemma 3.5

Assume ∂p(2)

∂xj
6= 0 for some k1 + 1 ≤ j ≤ n − k2. We shall derive a contradiction.

First

p0 = xT




Ik1×k1 0 0

0 0 0

0 0 Ik2×k2


 x (A.3)

and

p(2) = xT




A11 A12 A13

AT
12 A22 A23

AT
13 AT

23 A33


x, (A.4)

where x = (x1, x2, · · · , xn)T, A11 ∈ Rk1×k1 , A22 ∈ R(n−k)×(n−k), A33 ∈ Rk2×k2 are symmetric

matrices and A12 ∈ Rk1×(n−k), A13 ∈ Rk1×k2 , A23 ∈ R(n−k)×k2 .

Next we consider tp0 + p. Since p0 and p are in E, we have tp0 + p ∈ E.

(tp0 + p)(2) = tp0 + p(2) = xT




tI + A11 A12 A13

AT
12 A22 A23

AT
13 AT

23 tI + A33


 x. (A.5)

Then we have

rank(tp0 + p) = rank




tI + A11 A12 A13

AT

12 A22 A23

AT

13 AT

23 tI + A33


 = rank




tI + A11 A13 A12

AT

13 tI + A33 AT

23

AT

12 A23 A22




= rank




tI +


A11 A13

AT

13 A33


 A12

AT

23

AT

12 A23 A22


 .

(A.6)
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Since ∂p(2)

∂xj
6= 0 for some k1 + 1 ≤ j ≤ n − k2, then A12, A23, A22 are not all zero. By an

elementary matrix transformation, we always can put a nonzero element in A12, A23, A22 into

position (i, j) of A, where i = k + 1, 1 ≤ j ≤ k + 1 or j = k + 1, 1 ≤ i ≤ k + 1. Then we can

derive

rank(tp0 + p) ≥ rank




tIk +



A11 A13

AT
13 A33



 c

cT b


 , (A.7)

where c ∈ Rk×1, b ∈ R and b, c are not both zero. Next we denote

Ã := tIk +



A11 A13

AT
13 A33



 . (A.8)

Since
(

A11 A13

AT
13 A33

)
is a real symmetric matrix, it has orthogonal diagonalized decomposition


A11 A13

AT
13 A33


 = U




λ1 · · · 0
...

. . .
...

0 · · · λk


UT := UΛUT, (A.9)

where U ∈ Rk×k is an orthogonal matrix and λ1, · · · , λk are eigenvalues. Then

UT 0

0 1




 Ã c

cT b




U 0

0 1


 =


tI + Λ UTc

cTU b


 . (A.10)

Next we denote UTc = (c̃1, · · · , c̃k)T. Since b, c are not both zero, then b, c̃1, · · · , c̃k are not

all zero. It is easy to see that for large enough t,

rank



tI + Λ UTc

cTU b



 =k + rank

(
b −

k∑

i=1

c̃2
i

t + λi

)
= k + 1, (A.11)

where the first equation comes from rank formula of block matrix.

Then

rank(tp0 + p) ≥rank



 Ã c

cT b



 = rank



tI + Λ UTc

cTU b



 = k + 1. (A.12)

This is contradictory to that p0 has greatest quadratic rank k in E. Then ∂p(2)

∂xj
= 0 for

j = k1 + 1, · · · , n − k2 holds.

A.3 Proof of Lemma 4.1

It can be obtained that

1

4
[[L0, x

2
i ], [L0, x

2
j ]] = xixjωji ∈ E. (A.13)

Ocone’s lemma implies ωji is a constant.
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A.4 Proof of Theorem 3.7

First

p(2)(x) =
∑

p,q∈S1

apqxpxq = x̃TAx̃, (A.14)

where A = (apq) ∈ R
(k̃1+k̃2)×(k̃1+k̃2) is a symmetric matrix and

x̃ = (x1, · · · , x
k̃1

, x
n−k̃2+1, · · · , xn)T.

If p(2) 6= λp1 for any λ, then

rank(p − λp1) = rank(A − λI) > 0, (A.15)

for any λ. If we pick λ = λ1 is an eigenvalue of A, then matrix A−λ1I is not of full rank which

leads to rank(A−λ1I) < k̃1 + k̃2. It follows that p−λ1p1 has a lower positive rank than p1. A

contradiction!

A.5 Proof of Lemma 4.2

First we calculate

Det




1 1 0

0 cj ci

ci 0 cj


 = c2

i + c2
j . (A.16)

We claim ci = cj = 0. Otherwise, previous determinant is nonzero which implies x2
i ∈

E, x2
j ∈ E. Lemma 4.1 leads to ωij is a constant, which is a contradiction.

A.6 Proof of Lemma 4.3

Based on definition of η, we have

n∑

i=1

f2
i +

n∑

i=1

∂fi

∂xi

= η −
m∑

i=1

h2
i . (A.17)

Next we define function F (x) := η −
∑m

i=1 h2
i .

Without loss of generality, we assume Q := {1, 2, · · · , k} where k ≤ n, and we can assume

that η has the form

η =
∑

0≤|α|≤3

ηα(xs)x
α1

1 · · ·xαk

k , (A.18)

where xs := {xk+1, · · · , xn}.

Notice η ∈ P̃3(xs, s ∈ Q) and hi ∈ P2(x) which implies F (x) ∈ P̃4(xs, s ∈ Q). Then it can

be written as
F =

∑

0≤|α|≤4

aα(xs)x
α1
1 · · ·xαk

k . (A.19)

We denote F4 the homogeneous degree 4 part of F in variable x1, · · · , xk.

If there exists hi which contains ceratin terms of xpxq where p, q ∈ Q. Without loss of

generality, we assume that h1 has this property and we can expand h1 in terms of variables

xs, s ∈ Q. h
(2)
1 can be assumed as

∑
1≤i≤j≤k hijxixj 6≡ 0.
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Then

F4 = −
m∑

i=1

(h2
i )

(4) ≤ −(h2
1)

(4) = −(h
(2)
1 )2 = −

( ∑

1≤i≤j≤k

hijxixj

)2

. (A.20)

That means there exists (b1, · · · , bn) such that F4(b1, · · · , bn) < 0. By Theorem 2.21, there

does not exist smooth functions f1, · · · , fn satisfying the equation (A.17), which yields a con-

tradiction.

A.7 Proof of Lemma 4.4

By Lemma 4.3, η ∈ P̃2(xl, l ∈ S) will yield that {h
(2)
i } do not contain terms xpxq for any

p, q ∈ S, i.e.,

∂2h
(2)
i

∂xi∂xj

= 0, for ∀p, q ∈ S. (A.21)

On the other hand, by considering the structure of maximal quadratic rank polynomial p0,

Lemma 3.5 implies that h
(2)
1 only depends on xj , j ∈ S. That means h

(2)
1 ≡ 0 and observations

are all affine functions in x.

A.8 Proof of Theorem 4.5

Recall that the index set S := {1, · · · , k1, n − k2 + 1, · · · , n} of maximal rank quadratic

polynomial p0. And |S| = k = k1 + k2. Based on whether set S contains index n, there are two

cases: Case [1]. n ∈ S; Case [2]. n /∈ S. For the simplicity, we denote linear subspace

E0 := span{L0, D1, · · · , Dn−1, x1, · · · , xn−1, 1, p0} ⊂ E

consisting of some known operators in E.

Case [1] n ∈ S.

Case [1.1] k = 1. Corresponding p0 = x2
n ∈ E and by assumption {ωin} are constants for

1 ≤ i ≤ n − 1.

Next we calculate bracket between L0 and maximal rank quadratic function p0.

Z1 =
1

2
[L0, p0] = xnDn ∈ E (A.22)

and by using L0 again, we get

Z2 = [L0, Z1] =D2
n +

n−1∑

i=1

xnωniDi +

n−1∑

i=1

xn

∂ωni

∂xi

+
1

2
En(η)

=D2
n +

n−1∑

i=1

xnωniDi +
1

2
En(η) ∈ E

(A.23)

and

[Z1, Z2] = − 2D2
n +

n−1∑

i=1

xnωniDi − x2
n ·

n−1∑

i=1

ω2
in +

1

2
E2

n(η)

= − 2D2
n +

n−1∑

i=1

xnωniDi +
1

2
E2

n(η), mod E0 ∈ E.

(A.24)
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Next we denote

Z3 = −2D2
n +

n−1∑

i=1

xnωniDi +
1

2
E2

n(η) ∈ E. (A.25)

Basic computations show that

Z4 = 2Z2 + Z3 = 3

n−1∑

i=1

xnωniDi + p ∈ E, (A.26)

where p := 1
2E2

n(η) + En(η). Continue the computation,

[Z1, Z4] = 3

n−1∑

i=1

(xnωniDi − x2
nω2

ni) + En(p) ∈ E. (A.27)

By adding certain constant multiple of p0 to [Z1, Z4], we can define

Z5 := 3

n−1∑

i=1

xnωniDi + En(p) ∈ E. (A.28)

Notice that Z4 and Z5 possess the same first order differential operator. Subtracting Z4 and

Z5 will yield the following function contained in E.

Z5 − Z4 = En(p) − p ∈ E. (A.29)

Next we will use technique of Euler operators and deduce structure of η step by step. By

Corollary 2.23, we deduce p ∈ P̃2(xn) is a polynomial of degree at most 2 in xn with smooth

coefficient of other variables. Again by using Corollary 2.23, En(η) + 2η ∈ P̃2(xn). The same

technique is applied and we get η ∈ P̃2(xn) is a polynomial of degree at most 2 in xn with

smooth coefficient of other variables. By Lemma 4.4, we conclude that the linear structure of

observations {hi}.

Case [1.2] k > 1. Corresponding p0 =
∑k−1

i=1 x2
i + x2

n and by assumption {ωin} are

constants for 1 ≤ i ≤ n − 1 and {ωij} are constants for 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ n.

Similarly, we calculate

Z1 =
1

2
[L0, p0] =

k−1∑

i=1

xiDi + xnDn ∈ E (A.30)

and

[Di, Z1] =

k−1∑

j=1

xjωji + Di + xnωni ∈ E = xnωni, mod E0 ∈ E, for 1 ≤ i ≤ n − 1. (A.31)

Since xn /∈ E by linear rank condition, we obtain ωni = 0 for 1 ≤ i ≤ n − 1. Next we

calculate the first order operators for 1 ≤ j ≤ k − 1,

[L0, Dj] =

n∑

i=1

ωjiDi +
1

2

∂η

∂xj

∈ E, 1 ≤ j ≤ k − 1. (A.32)
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Notice Di ∈ E for 1 ≤ i ≤ k − 1 and ωni = 0 for 1 ≤ i ≤ n − 1. It implies

Yj :=
1

2

∂η

∂xj

∈ E, for 1 ≤ j ≤ k − 1. (A.33)

Therefore by the equation (A.33), we can infer η ∈ P̃3(x1, · · · , xk−1) is a polynomial of

degree at most 3 in x1, · · · , xk−1 with coefficients of xk, · · · , xn. Then Lemma 4.3 implies that

{hi} does not contain xpxq, 1 ≤ p, q ≤ k − 1. If observation functions {hi} are not all affine,

without loss of generality, we assume deg(h1) = 2. In view of the structure of maximal rank

quadratic polynomial, h
(2)
1 can be written down

h
(2)
1 = hnnx2

n + h1nx1xn + · · · + h(k−1)nxk−1xn. (A.34)

By considering the linear rank condition, Lemma 3.2 implies that h
(2)
1 cannot contain xixn

term for 1 ≤ i ≤ n − 1. Namely, h1n = · · · = h(k−1)n = 0 then h
(2)
1 = hnnx2

n with hnn 6= 0.

Then we can assume

h1 = x2
n − cxn ∈ E, (A.35)

where c is certain constant. Then by subtracting h1 by p0, it follows that p0 −h1 =
∑k−1

i=1 x2
i +

cxn ∈ E. Due to

[[L0, p0 − h1], p0 − h1] = |∇(p0 − h1)|
2 =

n∑

i=1

(
∂(p0 − h1)

∂xi

)2

=
k−1∑

i=1

4x2
i + c2 ∈ E, (A.36)

it follows
∑k−1

i=1 x2
i ∈ E. Subtracting by p0, it implies that x2

n ∈ E. Repeat the process of Case

[1.1] and it results in η ∈ P̃2(xn). Then by Lemma 4.3, h
(2)
i does not contain x2

n, which leads

to a contradition. Then observations are all affine.

Case [2] n /∈ S. Corresponding p0 =
∑k

i=1 x2
i , 1 ≤ k ≤ n− 1 and by assumption {ωji} are

constant numbers for 1 ≤ j ≤ k and 1 ≤ i ≤ n.

First we calculate the typical first order operator:

[L0, Dj ] =

n∑

i=1

ωjiDi +
1

2

∂η

∂xj

+
1

2

n∑

i=1

∂ωji

∂xi

, 1 ≤ j ≤ k. (A.37)

Assumption that ωji’s are constant numbers for 1 ≤ j ≤ k, it leads to

Yj := ωjnDn +
1

2

∂η

∂xj

∈ E, 1 ≤ j ≤ k. (A.38)

Next we calculate

Z1 :=
1

2
([L0, p0] − k) =

k∑

i=1

xiDi ∈ E (A.39)

and

[Z1, Yj ] =

k∑

i=1

ωjnωnixi +
1

2
E1:k

(
∂η

∂xj

)
=

1

2
E1:k

(
∂η

∂xj

)
, mod E0 ∈ E, 1 ≤ j ≤ k. (A.40)
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By Corollary 2.23, we derive that ∂η
∂xj

∈ P̃2(x1, · · · , xk) is a polynomial of degree at most 2

in x1, · · · , xk with smooth coefficients of xk+1, · · · , xn. Then η ∈ P̃3(x1, · · · , xk) is a degree at

most 3 polynomial in x1, · · · , xk with smooth coefficients of xk+1, · · · , xn. Therefore, Lemma 4.4

implies that the result of linear observation functions.

A.9 Proof of Lemma 5.2

First we calculate [L0,
1
2p0] −

1
2 = x1D1 ∈ E. Then

[D2, x1D1] = −ã1x
2
1 − ã2x1x2 − ã3x1x3 − ã0x1 ∈ E (A.41)

and

[D3, x1D1] = −b̃1x
2
1 − b̃2x1x2 − b̃3x1x3 − b̃0x1 ∈ E. (A.42)

Lemma 3.5 implies for any function φ ∈ E, then φ(2) is independent of x2, x3, x4. It leads

to ã2 = ã3 = b̃2 = b̃3 = 0.

A.10 Proof of Theorem 5.3

In the following, we make some basic calculations firstly.

K0 =
1

2
([L0, p0] − 1) = x1D1 ∈ E, (A.43)

K1 = [L0, K0] = D2
1 −

4∑

i=2

αiDi −
1

2

4∑

i=2

∂αi

∂xi

+
1

2
E1(η) ∈ E, (A.44)

K2 = [K1, K0] = 2D2
1 +

4∑

i=2

E1(αi)Di + γ(x) ∈ E, (A.45)

where αi := x1ωi1 and E1 := x1
∂

∂x1
and

γ(x) := −
4∑

i=2

αix1ω1i +
1

2

4∑

i=2

E1

(
∂αi

∂xi

)
−

1

2
E2

1(η). (A.46)

It will derive that

K2 − 2K1 =

4∑

i=2

[E1(αi) + 2αi]Di, mod U0 ∈ E. (A.47)

In the following, the basic definition yields

α2 =ã1x
2
1 + ã2x1x2 + ã3x1x3 + ã0x1,

α3 =b̃1x
2
1 + b̃2x1x2 + b̃3x1x3 + b̃0x1,

α4 =c̃1x
2
1 + c̃2x1x2 + c̃3x1x3 + c̃4x1x4 + c̃0x1.

(A.48)

Then the coefficients of (A.47) can be calculated as following:

E1(α2) + 2α2 =4ã1x
2
1 + 3ã2x1x2 + 3ã3x1x3 + 3ã0x1,

E1(α3) + 2α3 =4b̃1x
2
1 + 3b̃2x1x2 + 3b̃3x1x3 + 3b̃0x1,

E1(α4) + 2α4 =4c̃1x
2
1 + 3c̃2x1x2 + 3c̃3x1x3 + 3c̃4x1x4 + 3c̃0x1.

(A.49)
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Next the equation (A.47) will become

K2 − 2K1 =(4ã1x
2
1 + 3ã2x1x2 + 3ã3x1x3 + 3ã0x1)D2

+ (4b̃1x
2
1 + 3b̃2x1x2 + 3b̃3x1x3 + 3b̃0x1)D3

+ (4c̃1x
2
1 + 3c̃2x1x2 + 3c̃3x1x3 + 3c̃4x1x4 + 3c̃0x1)D4, mod U0 ∈ E.

(A.50)

For variable substitution, we can define

Y1 :=(a1x
2
1 + a2x1x2 + a3x1x3 + a0x1)D2

+ (b1x
2
1 + b2x1x2 + b3x1x3 + b0x1)D3

+ (c1x
2
1 + c2x1x2 + c3x1x3 + c4x1x4 + c0x1)D4, mod U0 ∈ E,

(A.51)

where a1 = 4ã1, a2 = 3ã2, a3 = 3ã3, a0 = 3ã0, b1 = 4b̃1, b2 = 3b̃2, b3 = 3b̃3, b0 = 3b̃0, c1 =

4c̃1, c2 = 3c̃2, c3 = 3c̃3, c4 = 3c̃4, c0 = 3c̃0.

Next we only need to prove ai = 0, bi = 0, cj = 0 for 1 ≤ i ≤ 3, 1 ≤ j ≤ 4 and it will lead to

the conclusion. We will prove it by several steps.

Step [1] If there at least one is nonzero in entries c1, c2, c3.

We have the following three cases.

(i) If c1 6= 0, then Ad2
D1

Y1 = 2a1D2 + 2b1D3 + 2c1D4, mod U0 ∈ E =⇒ D4, mod U0 ∈ E.

(ii) If c2 6= 0, then [D1, [D2, Y1]] = a2D2 + b2D3 + c2D4, mod U0 ∈ E =⇒ D4, mod U0 ∈ E.

(iii) If c3 6= 0, then [D1, [D3, Y1]] = a3D2 +b3D3 +c3D4, mod U0 ∈ E =⇒ D4, mod U0 ∈ E.

So we always obtain that D4, mod U0 ∈ E for any situations.

Step [1.1] We claim c4 = 0.

Otherwise, if c4 6= 0, we will obtain

[D4, mod U0, Y1] = c4x1D4, mod U0 ∈ E =⇒ T := x1D4, mod U0 ∈ E. (A.52)

Next we can construct an infinite sequence by using operator T and L0.






T = x1D4, mod U0 ∈ E,

[L0, T ] = D1D4, mod U1 ∈ E,

[[L0, T ], T ] = D2
4 , mod U1 ∈ E

(A.53)

and





[D2
4 , mod U1, Y1] = 2c4x1D

2
4, mod U1 ∈ E =⇒ x1D

2
4, mod U1 ∈ E,

[L0, x1D
2
4, mod U1] = D1D

2
4, mod U2 ∈ E,

[D1D
2
4, mod U2, x1D

2
4, mod U1] = D4

4, mod U1 ∈ E.

(A.54)

By repeating this process, we have D2k

4 , mod U2k−1 ∈ E. A contradiction! Hence, c4 = 0.

Step [1.2] We claim c1 = c2 = c3 = 0.
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We rewrite following two operators:

M1 := Y1 = (c1x
2
1 + c2x1x2 + c3x1x3 + c0x1)D4

+ terms with lower order in D4, mod U0 ∈ E,

M2 := [L0, Y1] = (2c1x1 + c2x2 + c3x3 + c0)D1D4 + c2x1D2D4 + c3x1D3D4

+ terms with lower order in D4, mod U1 ∈ E.

(A.55)

Next we calculate




[D1, M1] = (2c1x1 + c2x2 + c3x3 + c0)D4

+ terms with lower order in D4, mod U0 ∈ E,

[D2, M1] = c2x1D4 + terms with lower order in D4, mod U0 ∈ E,

[D3, M1] = c3x1D4 + terms with lower order in D4, mod U0 ∈ E.

(A.56)

By Lemma 2.15 and combining operators M2, [D1, M1], [D2, M1], [D3, M1], we deduce c1 =

c2 = c3 = 0. This is a contradiction to assumption of Step [1]. Therefore, we obtain c1 = c2 =

c3 = 0.

Step [2] We claim a2 = a3 = b2 = b3 = 0.

This is followed from Lemma 5.2 directly. Finally we only need to prove a1 = b1 = c4 = 0.

That will finish the whole proof.

Step [3] We claim a1 = b1 = c4 = 0.

We rewrite

A0 = [L0, Y1] = (2a1x1 + a0)D1D2 + (2b1x1 + b0)D1D3 + (c4x4 + c0)D1D4

+ c4x1D
2
4 , mod U1 ∈ E,

Ã1 =
1

2
Ad2

L0
Y1 = a1D

2
1D2 + b1D

2
1D3 + c4D1D

2
4, mod U2 ∈ E.

(A.57)

Step [3.1] We claim a1 = 0.






Ã1 = a1D
2
1D2 + terms with lower order in D2, mod U2 ∈ E,

A0 = (2a1x1 + a0)D1D2 + terms with lower order in D2, mod U1 ∈ E,

A2 = [Ã1, A0] = 22a2
1D

2
1D

2
2 + terms with lower order in D2, mod U3 ∈ E,

...

Ak = 22(k−1)ak
1D2

1D
k
2 + terms with lower order in D2, mod Uk+1 ∈ E.

(A.58)

By dimE < ∞, we obtain a1 = 0.

Step [3.2] We claim b1 = 0.
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Again we rewrite A0, Ã1 as below:




Ã1 = b1D
2
1D3 + terms with lower order in D3, mod U2 ∈ E,

A0 = (2b1x1 + b0)D1D3 + terms with lower order in D3, mod U1 ∈ E,

A2 = [Ã1, A0] = 22b2
1D

2
1D

2
3 + terms with lower order in D3, mod U3 ∈ E,

...

Ak = 22(k−1)bk
1D2

1D
k
3 + terms with lower order in D3, mod Uk+1 ∈ E.

(A.59)

By dimE < ∞, we obtain b1 = 0.

Step [3.3] We claim c4 = 0.

Otherwise, if c4 6= 0, we obtain




V1 =
1

c4
Ã1 = D1D

2
4, mod U2 ∈ E,

V0 =
1

c4
A0 = x1D

2
4 + (x4 + c.t.)D1D4

+order 2 terms with constant coefficients ∈ E,

[V1, V0] = D4
4 + 2D2

1D
2
4, mod U3 ∈ E,

[[V1, V0], V0] = 8D1D
4
4 , mod U4 ∈ E =⇒ V2 = D1D

4
4, mod U4 ∈ E.

(A.60)

By repeating the same process, we obtain




[V2, V0] = D6
4 + 4D1D

2D4
4, mod U5 ∈ E,

[[V2, V0], V0] = 14D1D
4
4 , mod U6 ∈ E =⇒ V2 = D1D

6
4, mod U6 ∈ E,

...

Vk = D1D
2k
4 , mod U2k ∈ E.

(A.61)

A contradiction! So we have c4 = 0.

Finally, we prove the original claim.

A.11 Proof of Lemma 5.4

Firstly, we calculate the first order operator:

K0 =
1

2
[L0, p0] −

1

2
= x4D4 ∈ E. (A.62)

Then we have

[D1, K0] = − a1x1x4 − a2x2x4 − a3x3x4 − a4x
2
4 − a0x4 ∈ E,

[D2, K0] = − b1x1x4 − b2x2x4 − b3x3x4 − b4x
2
4 − b0x4 ∈ E,

[D3, K0] = − c1x1x4 − c2x2x4 − c3x3x4 − c4x
2
4 − c0x4 ∈ E.

(A.63)

Quadratic structure of E (3.5) implies that any function φ ∈ E is a quadratic polynomial,

then homogeneous quadratic part φ(2) is independent of x1, x2, x3. It derives that ai = 0, bi =

0, ci = 0 for 1 ≤ i ≤ 3. That means ωi4 ∈ P1(x4) for 1 ≤ i ≤ 3.
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A.12 Proof of Theorem 5.5

Starting with the proof of Lemma 5.4, we obtain

[D1, K0] = − a4x
2
4 − a0x4 ∈ E, [D2, K0] = −b4x

2
4 − b0x4 ∈ E,

[D3, K0] = − c4x
2
4 − c0x4 ∈ E.

(A.64)

Considering p0 = x2
4 ∈ E and linear rank equals 3, we obtain a0 = b0 = c0 = 0 which means

ω14 = a4x4, ω24 = b4x4, ω34 = c4x4. (A.65)

Next we calculate

K1 = [L0, K0] =D2
4 −

3∑

i=1

αiDi −
1

2

3∑

i=1

∂αi

∂xi

+
1

2
E4(η)

=D2
4 − a4x

2
4D1 − b4x

2
4D2 − c4x

2
4D3, mod U0 ∈ E

(A.66)

and

K2 = [K1, K0] =2D2
4 +

3∑

i=1

E4(αi)Di, mod U0

=2D2
4 + 2a4x

2
4D1 + 2b4x

2
4D2 + 2c4x

2
4D3, mod U0 ∈ E.

(A.67)

Linear combination of two operators K1 and K2 implies

1

2

(
1

2
K2 + K1

)
= D2

4, mod U0 ∈ E (A.68)

and

Z :=
1

2

(
1

2
K2 − K1

)
= a4x

2
4D1 + b4x

2
4D2 + c4x

2
4D3, mod U0 ∈ E. (A.69)

Next we can construct an infinite sequence as below:





Z1 =
1

2
[L0, Z]

=a4x4D1D4 + b4x4D2D4 + c4x4D3D4, mod U1 ∈ E

=a4x4D1D4 + terms with lower order in D1, mod U1 ∈ E,

Z2 =
1

2
Ad2

L0
Z

=a4D1D
2
4 + b4D2D

2
4 + c4D3D

2
4, mod U2 ∈ E

=a4D1D
2
4 + terms with lower order in D1, mod U2 ∈ E,

Z3 =[Z2, Z1]

=2a2
4D

2
1D

2
4 + terms with lower order in D1, mod U3 ∈ E,

...

Zk =[Zk−1, Z1]

=2k−2ak−2
4 Dk−1

1 D2
4 + terms with lower order in D1, mod Uk ∈ E.

(A.70)
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By finite dimensionality of E, we obtain a4 = 0. Then we have

Z1 =b4x4D2D4 + c4x4D3D4, mod U1 ∈ E,

Z2 =b4D2D
2
4 + c4D3D

2
4 , mod U2 ∈ E.

(A.71)

In the following, repeating the same process, we can obtain b4 = c4 = 0. It naturally implies

that ω14 = ω24 = ω34 = 0.

A.13 Proof of Lemma 5.6

First we calculate K0 = [L0,
1
2p0] − 1 = x1D1 + x2D2 ∈ E and obtain

A1 :=[D1, K0] = x2ω21, mod E0 ∈ E,

A2 :=[D2, K0] = x1ω12, mod E0 ∈ E,

A3 :=[D3, K0] = x1ω13 + x2ω23 ∈ E,

(A.72)

where E0 := span{L0, xi, Di, 1}, 1 ≤ i ≤ 3 is a linear subspace of E. By assuming ω12 =

k1x1 + k2x2 + k3x3 + k0, from A1, A2, we can derive

k1x1x2 + k2x
2
2 + k3x3x2 + k0x2 ∈ E,

k1x
2
1 + k2x1x2 + k3x3x1 + k0x1 ∈ E.

(A.73)

Structure of maximal rank quadratic polynomial implies k3 = 0. Then we define

Ã1 = k1x1x2 + k2x
2
2 ∈ E, Ã2 = k1x

2
1 + k2x1x2 ∈ E. (A.74)

Considering p0, Ã1, Ã2, Theorem 4.2 implies ω12 is a constant. Considering structure of

maximal rank quadratic polynomial for function A3 ∈ E implies ω13, ω23 ∈ P1(x1, x2).

A.14 Proof of Theorem 5.7

In the following, we do more computations of Lie brackets in E.

K0 :=[L0,
1

2
p0] − 1 = x1D1 + x2D2 ∈ E (A.75)

and

K1 := [L0, K0] =D2
1 + D2

2 − β1D1 − α2D2 − (α3 + β3)D3 − (α4 + β4)D4

−
1

2

∑

i6=1

∂αi

∂xi

−
1

2

∑

j 6=2

∂βj

∂xj

+
1

2
E1,2(η) ∈ E,

(A.76)

where αi := x1ωi1 and βj := x2ωj2 and E1,2 := x1
∂

∂x1
+ x2

∂
∂x2

.

K2 = [K1, K0] =2D2
1 + 2D2

2 + (E2(β1) − 3β1)D1 + (E1(α2) − 3α2)D2

+ E1,2(α3 + β3)D3 + E1,2(α4 + β4)D4, mod U0 ∈ E.
(A.77)
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Then we calculate

K3 := K2 − 2K1 =(E2(β1) − β1)D1 + (E1(α2) − α2)D2 + [E1,2(α3 + β3) + 2(α3 + β3)]D3

+ [E1,2(α4 + β4) + 2(α4 + β4)]D4, mod U0 ∈ E

=[E1,2(α3 + β3) + 2(α3 + β3)]D3 + [E1,2(α4 + β4) + 2(α4 + β4)]D4,

mod U0 ∈ E, (A.78)

where the third equality used the properties β1 = x2ω12 ∈ P1(x2) and α2 = x1ω21 ∈ P1(x1).

Next we assume 




ω31 = ã1x1 + ã2x2 + ã0,

ω32 = b̃1x1 + b̃2x2 + b̃0,

ω41 = c̃1x1 + c̃2x2 + c̃3x3 + c̃4x4 + c̃0,

ω42 = d̃1x1 + d̃2x2 + d̃3x3 + d̃4x4 + d̃0.

(A.79)

By definition, we can obtain

E1,2(α3 + β3) + 2(α3 + β3) = 4ã1x
2
1 + 4(ã2 + b̃1)x1x2 + 4b̃2x

2
2 + 3ã0x1 + 3b̃0x2 (A.80)

and

E1,2(α4 + β4) + 2(α4 + β4) =4c̃1x
2
1 + 4(c̃2 + d̃1)x1x2 + 4d̃2x

2
2

+ 3c̃3x1x3 + 3c̃4x1x4 + 3d̃3x2x3 + 3d̃4x2x4

+ 3c̃0x1 + 3d̃0x2.

(A.81)

By cyclical condition,

∂ω31

∂x2
+

∂ω12

∂x3
+

∂ω23

∂x1
= 0 =⇒ ã2 = b̃1 (A.82)

and
∂ω41

∂x2
+

∂ω12

∂x4
+

∂ω24

∂x1
= 0 =⇒ c̃2 = d̃1. (A.83)

Next we will prove that coefficients of operator K3 are all degree at most 1 polynomial. If

the claim is right, then we obtain ãi = 0, b̃i = 0, c̃i = 0, d̃i = 0. It leads to ω31, ω32, ω41, ω42 are

constants. That will derive the final result.

We rewrite operator

K3 := K2 − 2K1 =(a11x
2
1 + a12x1x2 + a22x

2
2 + pol1(x1, x2))D3

+ (b11x
2
1 + b12x1x2 + b22x

2
2 + b13x1x3 + b14x1x4

+ b23x2x3 + b24x2x4 + pol1(x1, x2))D4, mod U0 ∈ E,

(A.84)

where a11 = 4ã1, a12 = 8ã2, a22 = 4b̃2, b11 = 4c̃1, b12 = 8c̃2, b22 = 4d̃2, b13 = 3c̃3, b14 = 3c̃4, b23 =

3d̃3, b24 = 3d̃4.

Step [1] If b11, b12, b22, b13, b23 are not all zero.
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Without loss of generality, we assume b11 6= 0. Then we have

Ad2
D1

K3 = 2a11D3 + 2b11D4, mod U0 ∈ E. (A.85)

We will obtain D4, mod U0 ∈ E. For other case, it can be verified that D4, mod U0 ∈ E

by using similar method.

Step [1.1] We claim b14 = b24 = 0.

Next we calculate



T := [D4, mod U0, K3] = (b14x1 + b24x2)D4, mod U0 ∈ E,

[L0, T ] = b14D1D4 + b24D2D4, mod U1 ∈ E,

[[L0, T ], T ] = (b2
14 + b2

24)D
2
4 , mod U1 ∈ E.

(A.86)

If there exists one nonzero in b14, b24 at least, we can obtain D2
4, mod U1 ∈ E.






T1 := [D2
4 , mod U1, K3] = 2(b14x1 + b24x2)D

2
4 , mod U1 ∈ E,

[L0, T1] = 2b14D1D
2
4 + 2b24D2D

2
4, mod U2 ∈ E,

[[L0, T1], T1] = 4(b2
14 + b2

24)D
4
4 , mod U3 ∈ E.

(A.87)

Similarly, we get D4
4, mod U3 ∈ E. Repeat this process, we can obtain

D2k

4 , mod U2k−1 ∈ E, ∀k ∈ Z>0. (A.88)

This is contradictory to finite dimensionality of E.

Step [1.2] We claim b11, b12, b22, b13, b23 are all zero.

We rewrite operator K3:

M1 = K3 =(b11x
2
1 + b12x1x2 + b22x

2
2 + b13x1x3 + b23x2x3 + pol1(x1, x2))D4

+ terms with lower order in D4, mod U0 ∈ E
(A.89)

and

M2 =[L0, M1]

=(2b11x1 + b12x2 + b13x3 + const)D1D4

+ (b12x1 + 2b22x2 + b23x3 + const)D2D4

+ (b13x1 + b23x2)D3D4 + terms with lower order in D4, mod U0 ∈ E.

(A.90)

Next we calculate

[D1, M1] =(2b11x1 + b12x2 + b13x3 + const)D4

+ terms with lower order in D4, mod U0 ∈ E,

[D2, M1] =(b12x1 + 2b22x2 + b23x3 + const)D4

+ terms with lower order in D4, mod U0 ∈ E,

[D3, M1] =(b13x1 + b23x2)D4

+ terms with lower order in D4, mod U0 ∈ E.

(A.91)
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Combining four operators M2, [D1, M1], [D2, M1], [D3, M1] and using Lemma 2.15 we obtain

b11 = b12 = b22 = b13 = b23 = 0.

Step [2] We claim a11 = a12 = a22 = 0.

We rewrite K3 as

K3 =(a11x
2
1 + a12x1x2 + a22x

2
2 + pol1(x1, x2))D3

+ (b14x1x4 + b24x2x4 + pol1(x1, x2))D4, mod U0 ∈ E

=(a11x
2
1 + a12x1x2 + a22x

2
2 + pol1(x1, x2))D3

+ terms with lower order in D3, mod U0 ∈ E

(A.92)

and
A0 =[L0, K3]

=(2a11x1 + a12x2 + const)D1D3 + (a12x1 + 2a22x2 + const)D2D3

+ terms with lower order in D3, mod U1 ∈ E.

(A.93)

By using the linear rank condition, we calculate

[D1, K3] =(2a11x1 + a12x2 + const)D3

+ terms with lower order in D3, mod U0 ∈ E,

[D2, K3] =(a12x1 + 2a22x2 + const)D3

+ terms with lower order in D3, mod U0 ∈ E.

(A.94)

Combining operators A0, [D1, K3] , [D2, K3] and Lemma 2.17 implies a11 = a12 = a22 = 0.

Step [3] We claim b14 = b24 = 0.

Again we rewrite operator

K3 = (b14x1x4 + b24x2x4 + pol1(x1, x2))D4 + pol1(x1, x2)D3, mod U0 ∈ E. (A.95)

In the following, we will construct an infinite sequence:

V0 =[L0, K3]

=(b14x4 + const)D1D4 + (b24x4 + const)D2D4 + (b14x1 + b24x2)D
2
4

+ order 2 terms with constant coefficients, mod U1 ∈ E.

(A.96)

If b14, b24 are not all zero, without loss of generality, we assume b14 6= 0. Then we have

1

b14
[D1, V0] = D2

4, mod U1 ∈ E, (A.97)





V0 :=
1

2
[D2

4 , mod U1, K3] = (b14x1 + b24x2)D
2
4, mod U1 ∈ E,

[L0, V0] = b14D1D
2
4 + b24D2D

2
4 , mod U2 ∈ E,

[[L0, V0], V0] = (b2
14 + b2

24)D
4
4 , mod U3 ∈ E =⇒ D4

4, mod U3 ∈ E

(A.98)
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and




V1 :=
1

4
[D4

4, mod U3, K3] = (b14x1 + b24x2)D
4
4 , mod U3 ∈ E,

[L0, V1] = b14D1D
4
4 + b24D2D

4
4, mod U4 ∈ E,

[[L0, V1], V1] = (b2
14 + b2

24)D
8
4, mod U7 ∈ E =⇒ D8

4 , mod U7 ∈ E.

(A.99)

Repeat the same process, we can obtain D2k

4 , mod U2k−1 ∈ E, ∀k ∈ Z>0. A contradiction!

Hence b14 and b24 are both zero.

A.15 Proof of Lemma 5.8

First we do some basic computations as

K0 =
1

2
[L0, p0] − 1 = x1D1 + x4D4 ∈ E (A.100)

and

[D1, K0] = x4ω41, mod E0 ∈ E, (A.101)

[D2, K0] = x1ω12 + x4ω42 ∈ E, (A.102)

[D3, K0] = x1ω13 + x4ω43 ∈ E. (A.103)

Equation (A.101) and structure of quadratic rank of E (3.5), we obtain ω41 ∈ P1(x1, x4).

By linear rank condition, Lemma 3.2 shows for any function φ ∈ E, φ(2) does not contain term

xix4, 1 ≤ i ≤ 3. Hence, we obtain ω41 ∈ P1(x4). Similarly, we can obtain ω42, ω43 ∈ P1(x4).

Similarly, we conclude ω12, ω13 ∈ P1(x1).

A.16 Proof of Lemma 5.9

From the equation (A.101), we derive x4ω14 = cx2
4 + c0x4 ∈ E. Then

[K0, x4ω14] = 2cx2
4 + c0x4 ∈ E. (A.104)

It is direct to obtain cx2
4 ∈ E, c0x4 ∈ E. The latter derives c0 = 0. If c 6= 0, then

x2
4 ∈ E =⇒ x2

1 ∈ E. Then Lemma 4.1 implies ω41 is a constant, a contradiction! Then c = 0.

A.17 Proof of Lemma 5.10

First we can do some basic computations:

K1 = [L0, K0] =D2
1 + D2

4 − α4D4 − β1D1 − (α2 + β2)D2 − (α3 + β3)D3

−
1

2

∑

i6=1

∂αi

∂xi

−
1

2

∑

j 6=4

∂βj

∂xj

+
1

2
E1,4(η) ∈ E,

(A.105)
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where αi := x1ωi1 and βj := x4ωj4 and E1,4(·) is an Euler operator.

K2 = [K1, K0] =2D2
1 + 2D2

4 + (E1,4(β1) − 3β1)D1 + (E1,4(α4) − 3α4)D4

+ E1,4(α3 + β3)D3 + E1,4(α2 + β2)D2, mod U0 ∈ E,
(A.106)

K3 = K2 − 2K1 =(E1,4(β1) − β1)D1 + (E1,4(α4) − α4)D4

+ [E1,4(α2 + β2) + 2(α2 + β2)]D2

+ [E1,4(α3 + β3) + 2(α3 + β3)]D3, mod U0 ∈ E

=[E1,4(α2 + β2) + 2(α2 + β2)]D2

+ [E1,4(α3 + β3) + 2(α3 + β3)]D3, mod U0 ∈ E,

(A.107)

where ω14 = 0 is used in the third equality.

K3 =(4ax2
1 + 4dx2

4 + pol1(x1, x4))D2

+ (4bx2
1 + 4ex2

4 + pol1(x1, x4))D3, mod U0 ∈ E.
(A.108)

In the following, we will prove coefficients of K3 are all degree at most 1 polynomials which

derives the conclusion of theorem.

[L0, K3] =(8bx1 + const)D1D3 + (8ex4 + const)D3D4

+ (8ax1 + const)D1D2 + (8dx4 + const)D2D4, mod U1 ∈ E.
(A.109)

Next we rewrite [L0, K3] in terms of order of D3.






A0 :=
1

8
[L0, K3]

=(bx1 + const)D1D3 + (ex4 + const)D3D4

+ terms with lower order in D3, mod U1 ∈ E,

A1 =
1

8
Ad2

L0
K3

=bD2
1D3 + eD3D

2
4 + terms with lower order in D3, mod U2 ∈ E,

A2 =
1

2
[A1, A0]

=b2D2
1D

2
3 + e2D2

3D
2
4 + terms with lower order in D3, mod U3 ∈ E,

...

Ak =
1

2
[Ak−1, A0]

=bkD2
1D

k
3 + ekDk

3D2
4 + terms with lower order in D3, mod Uk+1 ∈ E.

(A.110)

If one of b, e is not zero, the order Ak will be k +2. By finite dimension of E, we derive that

b = e = 0.

Then
[L0, K3] =const · D1D3 + const · D3D4 + (8ax1 + const)D1D2

+ (8dx4 + const)D2D4, mod U1 ∈ E
(A.111)
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and

Ad2
L0

K3 = 8aD2
1D2 + 8dD2D

2
4, mod U2 ∈ E. (A.112)

Next we consider the expanding operators [L0, K3], Ad2
L0

K3 in terms of D2 and we define



B0 :=
1

8
[L0, K3] = (ax1 + const)D1D2 + (dx4 + const)D2D4

+ terms with lower order in D2, mod U1 ∈ E,

B1 :=
1

8
Ad2

L0
K3 = aD2

1D2 + dD2D
2
4 , mod U2 ∈ E,

B2 =
1

2
[B1, B0] = a2D2

1D
2
2 + d2D2

2D
2
4 + terms with lower order in D2, mod U3 ∈ E,

...

Bk =
1

2
[Bk−1, B0] = akD2

1D
k
2 + dkDk

2D2
4 + terms with lower order in D2, mod Uk+1 ∈ E.

By finite dimensionality of E, it can be derived that a = d = 0.

A.18 Proof of Lemma 5.12

First we assume linear expression of ω21, ω31, ω32 as below:





ω21 = a1x1 + a2x2 + a3x3 + a0,

ω31 = b1x1 + b2x2 + b3x3 + b0,

ω32 = c1x1 + c2x2 + c3x3 + c0.

(A.113)

In Case (V), there exists p0 = x2
1 +x2

2 +x2
3 ∈ E∩Q with the greastest quadratic rank, where

Q is a vector space consisting of quadratic polynomials in terms of variables xi, 1 ≤ i ≤ 4.

Due to Lemma 3.5, for ∀p ∈ E ∩ Q, p(2) is independent of x4. Therefore, ∀p ∈ E ∩ Q,

p(2) ∈ Q1 := span{xixj : 1 ≤ i, j ≤ 3}.

Next we assume that p1 ∈ E ∩ Q has least quadratic rank in E. That means 1 ≤ r(p1) ≤

r(p0) = 3. Specifically, we can assume

p1 =
∑

i,j∈{1,2,3}

Ai,jxixj + d0x4 ∈ E, (A.114)

where we used xi ∈ E for 1 ≤ i ≤ 3. By an orthogonal transformation fixing x4, quadratic part

of p1 can be diagonalized

p1 =

k1∑

i=1

dix
2
i + d0x4 ∈ E, (A.115)

where 1 ≤ k1 ≤ 3 and di 6= 0 for 1 ≤ i ≤ k1. By applying technique of Vandermonde matrix,

strating from p1 we can deduce
∑k1

i=1 x2
i ∈ E. For this reason, with a little abuse of notation,

we can assume that

p1 =

k1∑

i=1

x2
i ∈ E. (A.116)
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It is important to notice this orthogonal transformation keeps structure of linear rank and

maximal rank quadratic polynomial unchange.

In the following, we only require to discuss three cases.

Case [1] Least quadratic rank k1 = 1.

By p1 = x2
1 ∈ E, hence p2 = p0 − p1 = x2

2 + x2
3 ∈ E. It follows that

1

2
[L0, p1] −

1

2
= x1D1 ∈ E (A.117)

and
1

2
[L0, p2] − 1 = x2D2 + x3D3 ∈ E. (A.118)

Then

[x1D1, x2D2 + x3D3] =x1x3ω31 + x1x2ω21

=b1x
2
1x3 + (b2 + a3)x1x2x3 + b3x1x

2
3

+ a1x
2
1x2 + a2x1x

2
2 + b0x1x3 + a0x1x2 ∈ E.

(A.119)

From [x1D1, x2D2 + x3D3], Ocone’s theorem implies b1 = b3 = a1 = a2 = b2 + a3 = 0. It

shows that ω31 ∈ P1(x2), ω21 ∈ P1(x3).

Notice that Di ∈ E, 1 ≤ i ≤ 3. Hence,

[D2, x1D1] = x1ω12 = −a3x1x3 − a0x1 ∈ E =⇒ a3x1x3 ∈ E (A.120)

and

[D3, x1D1] = x1ω13 = −b2x1x2 − b0x1 ∈ E =⇒ b2x1x2 ∈ E. (A.121)

Step [1.1] We claim a3 = b2 = 0, i.e., ω21, ω31 are constants.

We can seperately deal with a3, b2. First we assume a3 6= 0. Then x1x3 ∈ E. Then

[[L0, x1x3], x1x3] = x2
1 + x2

3 ∈ E. (A.122)

Noticing p0 = x2
1 + x2

2 + x2
3 ∈ E, then x2

2 ∈ E holds. Lemma 4.1 implies ω12 is constant, a

contradition! Then a3 = 0. Same statement holds for b2. Then a3 = b2 = 0. Then ω21, ω31 are

constants.

Step [1.2] ω32 is a constant.

By cyclic condition, we get c1 = 0. Then

Z1 := [D2, x2D2 + x3D3] = D2 + x3ω32 =c2x2x3 + c3x
2
3 ∈ E. (A.123)

Similarly,

Z2 := [D3, x2D2 + x3D3] = D3 + x2ω23 = c2x
2
2 + c3x2x3 ∈ E. (A.124)

Notice p2 = x2
2 + x2

3 ∈ E and Lemma 4.2 implies ω32 is a constant.

Therefore, in Case [1], ω21, ω31, ω32 are constants.

Case [2] Least quadratic rank k1 = 2.
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In this case, p1 = x2
1 + x2

2 ∈ E =⇒ p2 = p0 − p1 = x2
3 ∈ E. Considering x1, x2, x3 play

an equal role in estimation algebra, we can obtain the same result by repeating procedure of

Case [1].

Case [3] Least quadratic rank k1 = 3.

We claim that for any p ∈ E ∩ Q, p(2) = λp1 for some λ, where p1 = x2
1 + x2

2 + x2
3 has

greatest and least qudratic rank. We denote set S = {1, 2, 3} then p ∈ E ∩Q can be written as

p(2) =
∑

p,q∈S apqxpxq = xTAx, where A is a symmetric matrix. If p(2) 6= λp1 for any λ, then

r(A − λI) > 0 for any λ. If we pick λ0 is an eigenvalue of A, then 0 < r(A − λ0I) < 3. Then

p − λ0p0 has a lower positive rank than p0. A contradiction!

In the following, we calculate

K0 :=
1

2
[L0, p0] −

3

2
=

3∑

i=1

xiDi ∈ E. (A.125)

By linear rank condition, we use Di, 1 ≤ i ≤ 3 to get bracket with K0 and obtain some

functions in E,

A1 :=[D1, K0] = x2ω21 + x3ω31, mod E0 ∈ E,

A2 :=[D2, K0] = x1ω12 + x3ω32, mod E0 ∈ E,

A3 :=[D3, K0] = x1ω13 + x2ω23, mod E0 ∈ E,

(A.126)

where E0 is a vector space generated by operators L0, xi, Di, 1 (1 ≤ i ≤ 3). By using the

concrete expression form of ω21, ω31, ω32, we can get

A1 ∈E =⇒ Ã1 = [0, a2, b3, a1, a3 + b2, b1] · X23 ∈ E,

A2 ∈E =⇒ Ã2 = [−a1, 0, c3,−a2, c2, c1 − a3] · X23 ∈ E,

A3 ∈E =⇒ Ã3 = [b1, c2, 0, b2 + c1, c3, b3] · X23 ∈ E,

(A.127)

where X23 = [x2
1, x

2
2, x

2
3, x1x2, x2x3, x1x3]

T. Due to the property of least quadratic rank, we get

{
a1 = a2 = b1 = b3 = c2 = c3 = 0,

a3 + b2 = c1 − a3 = b2 + c1 = 0.
(A.128)

It shows that ω21 ∈ P1(x3), ω31 ∈ P1(x2), ω32 ∈ P1(x1). Considering cyclic condition

satisfied by Ω, we get a3 − b2 + c1 = 0. By solving the linear equations satisfied by coefficients

a3, b2, c1, we get a3 = b2 = c1 = 0. It means that ω21, ω31, ω32 are constants.

A.19 Proof of Lemma 5.13

Through some basic computations, we get

K0 :=
1

2
[L0, p0] −

3

2
=

3∑

i=1

xiDi ∈ E (A.129)
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and

[L0, K0] =
3∑

i=1

D2
i −

∑

i6=1

αiDi −
∑

i6=2

βiDi −
∑

i6=3

γiDi

−
1

2

∑

i6=1

∂αi

∂xi

−
1

2

∑

i6=2

∂βi

∂xi

−
1

2

∑

i6=3

∂γi

∂xi

+
1

2
E1,2,3(η) ∈ E,

(A.130)

where αi := x1ωi1, βi := x2ωi2 and γi := x3ωi3.

L2 := AdL0K0 − 2L0 = − D2
4 − (β1 + γ1)D1 − (α2 + γ2)D2

− (α3 + β3)D3 − (α4 + β4 + γ4)D4, mod U0 ∈ E
(A.131)

and

L3 := [K0, L2] =

[
2

3∑

i=1

xiωi4 − E1,2,3(α4 + β4 + γ4)

]
D4, mod U0 ∈ E, (A.132)

where we used the result of Lemma 5.12 that ω21, ω31, ω32 are constants.

In the following, we assume the linear form of ω14, ω24, ω34 concretely,



ω14 =
4∑

i=1

pixi + p0,

ω24 =
4∑

i=1

qixi + p0,

ω34 =
4∑

i=1

lixi + p0.

(A.133)

By the linear form of ω14, ω24, ω34, L3 can be further calculated as below:

L3 =[4p1x
2
1 + 4(p2 + q1)x1x2 + 4(p3 + l1)x1x3

+ 4q2x
2
2 + 4(q3 + l2)x2x3 + 4l23x

2
3 + 3p4x4x1

+ 3q4x4x2 + 3l4x4x3 + pol1(x1, x2, x3)]D4, mod U0 ∈ E.

(A.134)

Theorem 2.18 shows that coefficients of D4 in L3 are all degree at most 1 polynomials.

Hence

p1 = p2 + q1 = p3 + l1 = q2 = q3 + l2 = l3 = p4 = q4 = l4 = 0. (A.135)

It only remains to prove p2 = q1 = p3 = l1 = q3 = l2 = 0. Similarly, by cyclical condition

satisfied by Ω, 




∂ω14

∂x2
+

∂ω42

∂x1
+

∂ω21

∂x4
= 0 =⇒ p2 − q1 = 0,

∂ω14

∂x3
+

∂ω43

∂x1
+

∂ω31

∂x4
= 0 =⇒ p3 − l1 = 0,

∂ω24

∂x3
+

∂ω43

∂x2
+

∂ω32

∂x4
= 0 =⇒ q3 − l2 = 0,

(A.136)

where we used the result of Lemma 5.12 that ω21, ω31, ω32 are constants.

Combining the equations (A.135) and (A.136), it is directly derived that ω14, ω24, ω34 are

constants.
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A.20 Proof of Lemma 5.15

First we do some basic computations.

K0 :=
1

2
[L0, p0] −

3

2
= x1D1 + x2D2 + x4D4 ∈ E. (A.137)

By using Di, 1 ≤ i ≤ 3 to get bracket with K0, we obtain

A1 := [D1, K0] − D1 = x2ω21 + x4ω41 ∈ E, (A.138)

A2 := [D2, K0] − D2 = x1ω12 + x4ω42 ∈ E, (A.139)

A3 := [D3, K0] = x1ω13 + x2ω23 + x4ω43 ∈ E. (A.140)

By the restriction of maximal rank quadratic polynomial, for any function p ∈ E ∩ Q, then

p(2) is independent of x3. By using A1 ∈ E, it derives ω21 ∈ P1(x1, x2) and ω41 ∈ P1(x1, x2, x4).

Similarly, by using A2 ∈ E, it derives ω42 ∈ P1(x1, x2, x4). By using A3 ∈ E, we have

ω13 ∈ P1(x1.x2), ω23 ∈ P1(x1.x2), ω43 ∈ P1(x1, x2, x4).

Next due to linear rank condition, Lemma 3.2 implies for any function p ∈ E ∩Q, p(2) does

not contain term xix4, 1 ≤ i ≤ 3. Then by using A1 ∈ E, we derive ω41 ∈ P1(x4). Similarly,

ω42 ∈ P1(x4) and ω43 ∈ P1(x4).

A.21 Proof of Lemma 5.16

In this proof, we still start with the tool of minimal qudratic structure proposed in Section 3.

We assume p1 ∈ E has minimal quadratic rank, i.e., 1 ≤ r(p1) ≤ r(p0) = 3. Following the

discussion of Section 3, minimal rank quadratic polynomial can be following two forms:

E ∋ p1 =






k1∑

i=1

x2
i , 1 ≤ k1 ≤ 2,

k1∑

i=1

x2
i + x2

4, 0 ≤ k1 ≤ 2.

(A.141)

In the following, we discuss three cases and determine more structure of Ω.

Case [1] r(p1) = 3.

It means that p1 = x2
1 + x2

2 + x2
4 ∈ E has maximal and minimal quadratic rank. Then

Theorem 3.7 implies for any quadratic polynomial p ∈ E, p(2)(x) = λp1 for some λ. Recall

A1 = x2ω21 + x4ω41 ∈ E (A.142)

and

A2 = x1ω12 + x4ω42 ∈ E. (A.143)

It derives that ωij ’s are constants for i, j ∈ {1, 2, 4}.

Case [2] r(p1) = 2.

Case [2.1] p1 = x2
1 + x2

2 ∈ E.
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Then p2 := p0 − p1 = x2
4 ∈ E. It follows that

1

2
[L0, x

2
1 + x2

2] − 1 = x1D1 + x2D2 ∈ E (A.144)

and
1

2
[L0, x

2
4] −

1

2
= x4D4 ∈ E. (A.145)

Then
[x1D1 + x2D2, x4D4] =x1x4ω41 + x2x4ω42 ∈ E

=dx1x
2
4 + ex2x

2
4 + pol2(x1, x2, x4) ∈ E.

(A.146)

Then by Ocone’s lemma, it leads to d = e = 0, i.e., ω41, ω42 are constant. Next we calculate

[D1, x1D1 + x2D2] = D1 + x2ω21 ∈ E =⇒ a1x1x2 + a2x
2
2 ∈ E, (A.147)

[D2, x1D1 + x2D2] = D2 + x1ω12 ∈ E =⇒ a1x
2
1 + a2x1x2 ∈ E. (A.148)

Considering p1 = x2
1 + x2

2 ∈ E and Lemma 4.2 implies ω21 is a constant.

Case [2.2] p1 = x2
1 + x2

4 ∈ E.

Then p2 := p0 − p1 = x2
2. Then we calculate

1

2
[L0, p1] − 1 = x1D1 + x4D4 ∈ E, (A.149)

1

2
[L0, p2] −

1

2
= x2D2 ∈ E. (A.150)

Then

[x2D2, x1D1 + x4D4] =x1x2ω12 + x2x4ω42

= − a1x
2
1x2 − a2x1x

2
2 + ex2x

2
4 + pol2(x1, x2, x4) ∈ E.

(A.151)

It follows that a1 = a2 = e = 0 =⇒ ω21, ω42 are constant. Next we calculate

[D1, x1D1 + x4D4] − D1 = x4ω41 ∈ E =⇒ dx2
4 + d0x4 ∈ E. (A.152)

Hence d = 0, otherwise it is contradictory to p1 that has least quadratic rank. Therefore,

ω41 is constant.

Case [3] r(p1) = 1.

Case [3.1] p1 = x2
1 ∈ E.

Then p2 := p0 − p1 = x2
2 + x2

4. Then we calculate

1

2
[L0, p1] −

1

2
= x1D1 ∈ E, (A.153)

1

2
[L0, p2] − 1 = x2D2 + x4D4 ∈ E. (A.154)

Then

[x1D1, x2D2 + x4D4] =x1x2ω21 + x1x4ω41

=a1x
2
1x2 + a2x1x

2
2 + dx1x

2
4 + pol2(x1, x2, x4) ∈ E.

(A.155)
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It follows that a1 = a2 = d = 0 =⇒ ω21, ω41 are constant. Next we calculate

[D2, x2D2 + x4D4] − D2 = x4ω42 = ex2
4 + e0x4 ∈ E. (A.156)

In the following, by using operator x2D2 + x4D4 ∈ E, it follows

[x2D2 + x4D4, x4ω42] = E2,4(x4ω42) = 2ex2
4 + e0x4 ∈ E. (A.157)

Next, we derive ex2
4 ∈ E. If e 6= 0, then x2

4 ∈ E =⇒ x2
2 ∈ E. It follows

1

4
[[L0, x

2
2], [L0, x

2
4]] = x2x4ω42 ∈ E. (A.158)

Then ω42 is a constant, a contradiction! Therefore, we obtain e = 0, i.e., ω42 is a constant.

Case [3.2] p1 = x2
4 ∈ E.

By using the same arguments of Case [2.1], we can prove ω21, ω41, ω42 are constants.

Up to now, we proved ωij ’s are constants for i, j ∈ {1, 2, 4} for Case (VI). Furthermore, we

recall expression of A1, A2 ∈ E, it is easily to get ω41 = ω42 = 0 due to linear rank condition.

A.22 Proof of Theorem 5.17

Similarly by some basic computation similarly to previous cases, we get

K1 :=[L0, K0]

=D2
1 −

∑

i6=1

αiDi −
1

2

∑

i6=1

∂αi

∂xi

+
1

2
E1(η)

+ D2
2 −

∑

i6=2

βiDi −
1

2

∑

i6=2

∂βi

∂xi

+
1

2
E2(η)

+ D2
4 −

∑

i6=4

γiDi −
1

2

∑

i6=4

∂γi

∂xi

+
1

2
E4(η)

=D2
1 + D2

2 + D2
4 − (β1 + γ1)D1 − (α2 + γ2)D2

− (α3 + β3 + γ3)D3 − (α4 + β4)D4, mod U0 ∈ E,

(A.159)

where αi := x1ωi1, βi := x2ωi2 and γi := x4ωi4.

K2 :=[K1, K0]

=2D2
1 + 2D2

2 + 2D2
4 + (E1,2,4(β1 + γ1) − 3(β1 + γ1))D1

+ (E1,2,4(α2 + γ2) − 3(α2 + γ2))D2 + (E1,2,4(α4 + β4) − 3(α4 + β4))D4

+ E1,2,4(α3 + β3 + γ3)D3, mod U0 ∈ E.

(A.160)

Then

K3 := K2 − 2K1 =(E1,2,4(β1 + γ1) − (β1 + γ1))D1 + (E1,2,4(α2 + γ2) − (α2 + γ2))D2

+ (E1,2,4(α4 + β4) − (α4 + β4))D4 + (E1,2,4(α3 + β3 + γ3)

+ 2(α3 + β3 + γ3))D3, mod U0 ∈ E

=(E1,2,4(α3 + β3 + γ3) + 2(α3 + β3 + γ3))D3, mod U0 ∈ E. (A.161)
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By using the following substitution.





β1 = x2ω12 ∈ P1(x2), γ1 = x4ω14 = 0,

α2 = x1ω21 ∈ P1(x1), γ2 = x4ω24 = 0,

α4 = x1ω41 = 0, β4 = x2ω42 = 0,

α3 = x1ω31 = b1x
2
1 + b2x1x2 + b0x1,

β3 = x2ω32 = cx1x2 + c2x
2
2 + c0x2,

γ3 = x4ω34 = lx2
4 + l0x4,

(A.162)

K3 can be simplified as follows:

M1 :=
1

4
K3

=(b1x
2
1 + (b2 + c1)x1x2 + c2x

2
2 + lx2

4 + pol1(x1, x2, x4))D3, mod U0 ∈ E

=(b1x
2
1 + 2b2x1x2 + c2x

2
2 + lx2

4 + pol1(x1, x2, x4))D3, mod U0 ∈ E,

(A.163)

where we use cyclical condition satisfied by Ω and it derives b2 = c1.

In the following, we construct infinite sequence

W1 :=
1

2
[L0, M1] = (b1x1 + b2x2 + const)D1D3 + (b2x1 + c2x2 + const)D2D3

+ (lx4 + const)D4D3, mod U1 ∈ E,

W2 :=
1

2
Ad2

L0
M1 = b1D

2
1D3 + 2b2D1D2D3 + c2D

2
2D3 + lD2

4D3, mod U2 ∈ E,

W3 :=
1

2
[W2, W1] = const · D2

1D
2
3 + const · D1D2D

2
3 + const · D2

2D
2
3

+ l2D2
4D

2
3, mod U3 ∈ E,

W4 :=
1

2
[W3, W1] = const · D2

1D
3
3 + const · D1D2D

3
3 + const · D2

2D
3
3

+ l2D2
4D

3
3, mod U4 ∈ E, · · ·

(A.164)

By repeating such procedure, it can be obtained that

Wm =const · D2
1D

m−1
3 + const · D1D2D

m−1
3

+ const · D2
2D

m−1
3 + l2D2

4D
m−1
3 , mod Um ∈ E.

(A.165)

Due to finite dimensionality of E, we can deduce l = 0. Next we notice that

−A3 = b1x
2
1 + 2b2x1x2 + c2x

2
2 + b0x1 + c0x2 + l0x4 ∈ E (A.166)

and

1

2
[[L0, p0],−A3] = E1,2,4(−A3) = 2(b1x

2
1 + 2b2x1x2 + c2x

2
2) + b0x1 + c0x2 + l0x4 ∈ E. (A.167)

The above two equations yields that l0x4 ∈ E =⇒ l0 = 0. It means ω34 = 0.
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Then M1 can be reduced as follows

M1 :=(b1x
2
1 + 2b2x1x2 + c2x

2
2 + pol1(x1, x2))D3, mod U0 ∈ E. (A.168)

And we will derive the following operators:

W1 =
1

2
[L0, M1]

=(b1x1 + b2x2 + const)D1D3 + (b2x1 + c2x2 + const)D2D3, mod U1 ∈ E,

Z1 :=
1

2
[D1, M1] = (b1x1 + b2x2 + const)D3, mod U0 ∈ E,

Z2 :=
1

2
[D2, M1] = (b2x1 + c2x2 + const)D3, mod U0 ∈ E.

(A.169)

Lemma 2.17 implies b1 = b2 = c2 = 0. It means that ω31, ω32 are constants.

A.23 Proof of Lemma 5.18

Notice ω12, ω13, ω23 ∈ P1(x1, x2, x3) and ω4i ∈ P1(x1, x2, x3, x4) for 1 ≤ i ≤ 3. By linear

rank condition, Lemma 3.2 shows that for any function p ∈ E, p does not contain term xix4, 1 ≤

i ≤ 3. It directly implies ω4i ∈ P1(x4) from Ai ∈ E for 1 ≤ i ≤ 3.

A.24 Proof of Theorem 5.19

In this proof, we still start with the tool of minimal qudratic structure proposed in Section 3.

We assume p1 ∈ E has minimal quadratic rank, i.e., 1 ≤ r(p1) ≤ r(p0) = 4. Following the

discussion of Section 3, minimal rank quadratic polynomial can be following two forms:

E ∋ p1 =





k1∑

i=1

x2
i , 1 ≤ k1 ≤ 3,

k1∑

i=1

x2
i + x2

4, 0 ≤ k1 ≤ 3.

(A.170)

Case [1] r(p1) = 4, i.e., p1 = x2
1 + x2

2 + x2
3 + x2

4 ∈ E.

Structure of minimal rank quadratic polynomial shows that (3.7) for any function p ∈ E,

p(2) = λp1 for some number λ. Observe Ai ∈ E for 1 ≤ i ≤ 3 and it implies A
(2)
i = 0 for

1 ≤ i ≤ 3. Then a1 = a2 = b1 = b3 = a3 + b2 = l1 = c1 − a3 = c2 = c3 = m1 = b2 + c1 = n1 = 0

which implies ω21 ∈ P1(x3), ω31 ∈ P1(x2), ω32 ∈ P1(x1) and ω4i’s are constants for 1 ≤ i ≤ 3.

Considering cyclical condition satisfied by Ω, it follows

∂ω21

∂x3
+

∂ω13

∂x2
+

∂ω32

∂x1
= 0 =⇒ a3 − b2 + c1 = 0. (A.171)

By considering the equations




a3 − b2 + c1 = 0,

a3 + b2 = 0,

c1 − a3 = 0,

b2 + c1 = 0,

(A.172)
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it implies a3 = b2 = c1 = 0 =⇒ ωij ’s are constants for i, j ∈ {1, 2, 3}.

Case [2.1] r(p1(x)) = 3, i.e., p1 = x2
1 + x2

2 + x2
3 ∈ E ∩ Q.

It is easy to get p2 := p0 − p1 = x2
4 ∈ E. It follows that

1

2
[L0, p2] −

1

2
= x4D4 ∈ E, (A.173)

1

2
[L0, p1] −

3

2
=

3∑

i=1

xiDi ∈ E. (A.174)

Then [
3∑

i=1

xiDi, x4D4

]
=

3∑

i=1

x4xiω4i

=l1x1x
2
4 + m1x2x

2
4 + n1x3x

2
4 + pol2(x) ∈ E.

(A.175)

Ocone’s theorem shows l1 = m1 = n1 = 0, i.e., ω4i’s are constants for 1 ≤ i ≤ 3. Then

A
(2)
i ∈ P2(x1, x2, x3) for 1 ≤ i ≤ 3. Theorem 3.7 implies A

(2)
i = λip1 for some λi ∈ R and

1 ≤ i ≤ 3. It follows that λi = 0. Similarly, by combining cyclical condition satisfied by Ω, we

get that ωij ’s are constants for i, j ∈ {1, 2, 3}.

Case [2.2] r(p1(x)) = 3, i.e., p1 = x2
1 + x2

2 + x2
4 ∈ E ∩ Q.

First we observe p2 := p0 − p1 = x2
3 ∈ E. It follows

1

2
[L0, p2] −

1

2
= x3D3 ∈ E, (A.176)

1

2
[L0, p1] −

3

2
=
∑

i6=3

xiDi ∈ E. (A.177)

Then



∑

i6=3

xiDi, x3D3



 =
∑

i6=3

x3xiω3i =b1x
2
1x3 + (b2 + c1)x1x2x3 + b3x1x

2
3

+ c2x
2
2x3 + c3x2x

2
3 − n1x

2
4x3 + pol2(x) ∈ E.

(A.178)

It leads to b1 = b2+c1 = b3 = c2 = c3 = n1 = 0, i.e., ω43 is constant and ω31 ∈ P1(x2), ω32 ∈

P1(x1). Furthermore,

[D1, x3D3] − b0x3 = x3ω31 − b0x3 = b2x2x3 ∈ E. (A.179)

If b2 6= 0, then r([D1, x3D3]− b0x3) = 2 < r(p1) which is a contradiction. Therefore, we get

b2 = 0 =⇒ c1 = 0, i.e., ω31, ω32 are constants.

Equation (A.171) implies a3 = 0. Additionally, A1, A2 can be rewritten as

A
(2)
1 = a1x1x2 + a2x

2
2 + l1x

2
4, (A.180)

A
(2)
2 = −a1x

2
1 − a2x1x2 + m1x

2
4. (A.181)

Observe that A
(2)
1 , A

(2)
2 are only dependent on x1, x2, x4. Then A

(2)
i = λip1 for some λi and

1 ≤ i ≤ 2. It implies λ1 = λ2 = 0 =⇒ a1 = a2 = l1 = m1 = 0 =⇒ ω21, ω41, ω42 are constants.
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Case [3.1] r(p1(x)) = 2, i.e., p1 = x2
1 + x2

2 ∈ E ∩ Q.

Similarly, we first get p2 = p0 − p1 = x2
3 + x2

4 ∈ E. It follows that

1

2
[L0, p1] − 1 = x1D1 + x2D2 ∈ E, (A.182)

1

2
[L0, p2] − 1 = x3D3 + x4D4 ∈ E. (A.183)

Then

[x1D1 + x2D2, x3D3 + x4D4] =x1x3ω31 + x1x4ω41 + x2x3ω32 + x2x4ω42

=b1x
2
1x3 + b3x1x

2
3 + l1x1x

2
4 + c2x

2
2x3 + c3x2x

2
3

+ m1x2x
2
4 + (b2 + c1)x1x2x3 + pol2(x) ∈ E.

(A.184)

Therefore, we get b1 = b3 = l1 = c2 = c3 = m1 = b2+c1 = 0, i.e., ω31 ∈ P1(x2), ω32 ∈ P1(x1)

and ω41, ω42 are constants. Observing that A
(2)
3 = n1x

2
4, it follows n1 = 0 since least quadratic

rank is two. It means ω43 is a constant.

Next we calculate




E ∋ [D1, x1D1 + x2D2] =⇒ E ∋ x2ω21 = a1x1x2 + a2x
2
2 + a3x2x3 + a0x2,

E ∋ [D2, x1D1 + x2D2] =⇒ E ∋ x1ω21 = a1x
2
1 + a2x1x2 + a3x1x3 + a0x1,

E ∋ [D3, x1D1 + x2D2] =⇒ E ∋ x1ω31 + x2ω32,

E ∋ [D1, x3D3 + x4D4] =⇒ E ∋ x3ω31 + x4ω41 = b2x2x3 + b0x3 + l0x4,

E ∋ [D2, x3D3 + x4D4] =⇒ E ∋ x3ω32 + x4ω42 = c1x1x3 + c0x3 + m0x4,

E ∋ [D3, x3D3 + x4D4] =⇒ E ∋ x4ω43.

(A.185)

In the following, we claim b2 = c1 = 0. Otherwise, if b2 6= 0,

ξ :=
1

b2
[D1, x3D3 + x4D4] −

b0

b2
x3 = x2x3 +

l0
b2

x4 ∈ E, (A.186)

which implies

[AdL0ξ, ξ] −

(
l0
b2

)2

=

n∑

i=1

(
∂ξ

∂xi

)2

−

(
l0
b2

)2

= x2
2 + x2

3 ∈ E. (A.187)

Then
1

2
[L0, x

2
2 + x2

3] − 1 = x2D2 + x3D3 ∈ E (A.188)

and

[x1D1 + x2D2, x2D2 + x3D3] =x1x2ω21 + x1x3ω31 + x2x3ω32

=a1x
2
1x2 + a2x1x

2
2 + (a3 + b2 + c1)x1x2x3 + pol2(x)

=a1x
2
1x2 + a2x1x

2
2 + a3x1x2x3 + pol2(x) ∈ E.

(A.189)

It implies a1 = a2 = a3 = 0. By cyclical condition of Ω, it is direct to get b2 = c1.

Combining b2 + c1 = 0, it is obvious that b2 = c1 = 0, contradiction! Hence, b2 = 0, i.e., ω31 is

a constant. It leads to c1 = 0, i.e., ω32 is a constant.
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By the equation (A.171), it implies a3 = 0, i.e., ω21 ∈ P1(x1, x2). Then E ∋ A1 = a1x1x2 +

a2x
2
2 +pol1(x). Considering p1 = x2

1 +x2
2 ∈ E with least quadratic rank in E, A

(2)
1 = λp1 which

implies a1 = a2 = 0, i.e., ω21 is a constant.

Case [3.2] r(p1(x)) = 2, i.e., p1 = x2
1 + x2

4 ∈ E ∩ Q.

Naturally, we get p2 := p0 − p1 = x2
2 + x2

3 ∈ E. Then it follows

1

2
[L0, p1] − 1 = x1D1 + x4D4 ∈ E, (A.190)

1

2
[L0, p2] − 1 = x2D2 + x3D3 ∈ E. (A.191)

Then
E ∋[x1D1 + x4D4, x2D2 + x3D3]

= x1x2ω21 + x1x3ω31 + x2x4ω24 + x3x4ω34

= a1x
2
1x2 + a2x1x

2
2 + b1x

2
1x3 + b3x1x

2
3 + (a3 + b2)x1x2x3

− m1x2x
2
4 − n1x3x

2
4 + pol1(x).

(A.192)

By Ocone’s theorem, it implies a1 = a2 = b1 = b3 = a3 + b2 = m1 = n1 = 0, i.e.,

ω21 ∈ P1(x3), ω31 ∈ P1(x2) and ω42, ω43 are constants. Observe A
(2)
1 = l1x

2
4 =⇒ l1 = 0. So ω41

is a constant.

Next we calculate




E ∋ [D1, x1D1 + x4D4] =⇒ E ∋ x4ω41,

E ∋ [D2, x1D1 + x4D4] =⇒ E ∋ x1ω12 + x4ω42 = −a3x1x3 − a0x1 + m0x4,

E ∋ [D3, x1D1 + x4D4] =⇒ E ∋ x1ω13 + x4ω43 = −b2x1x2 − b0x1 + n0x4,

E ∋ [D1, x2D2 + x3D3] =⇒ E ∋ x2ω21 + x3ω31 = a0x2 + b0x3,

E ∋ [D2, x2D2 + x3D3] =⇒ E ∋ x3ω32 = c1x1x3 + c2x2x3 + c3x
2
3 + c0x3,

E ∋ [D3, x2D2 + x3D3] =⇒ E ∋ x2ω32 = c1x1x2 + c2x
2
2 + c3x3x2 + c0x2.

(A.193)

In the following, we claim a3 = b2 = 0. Otherwise, if a3 6= 0,

ξ :=
1

a3
[x1D1 + x4D4, D2] −

a0

a3
x1 = x1x3 −

m0

a3
x4 ∈ E, (A.194)

which implies

[AdL0ξ, ξ] −

(
m0

a3

)2

=

n∑

i=1

(
∂ξ

∂xi

)2

−

(
m0

a3

)2

= x2
1 + x2

3 ∈ E. (A.195)

Then
1

2
[L0, x

2
1 + x2

3] − 1 = x1D1 + x3D3 ∈ E (A.196)

and
E ∋[x1D1 + x3D3, x2D2 + x3D3]

= x1x2ω21 + x1x3ω31 + x2x3ω23

= −c1x1x2x3 − c2x
2
2x3 − c3x2x

2
3 + pol2(x).

(A.197)
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It implies that c1 = c2 = c3 = 0, i.e., ω32 is a constant. Cyclical condition (A.171) shows

a3 = b2. Considering a3 + b2 = 0, it means a3 = b2 = 0, a contradiction. Hence a3 = 0, i.e.,

ω21 is a constant. It leads to b2 = 0, i.e., ω31 is a constant.

Case [4.1] r(p1(x)) = 1, i.e., p1 = x2
1 ∈ E ∩ Q.

Similarly, we define p̃1 := p0 − p1 = x2
2 + x2

3 + x2
4 ∈ E. Then it follows that

1

2
[L0, p1] −

1

2
= x1D1 ∈ E, (A.198)

1

2
[L0, p̃1] −

3

2
=

4∑

i=2

xiDi ∈ E. (A.199)

By bracketing these two operators, we can see that

E ∋

[
x1D1,

4∑

i=2

xiDi

]

= x1x2ω21 + x1x3ω31 + x1x4ω41

= a1x
2
1x2 + a2x1x

2
2 + (a3 + b2)x1x2x3 + b1x

2
1x3 + b3x1x

2
3 + l1x1x

2
4 + pol2(x).

(A.200)

Ocone’s theorem implies that a1 = a2 = a3 + b2 = b1 = b3 = l1 = 0, i.e., which means

ω21 ∈ P1(x3), ω31 ∈ P1(x2), ω41 is a constant. Next we use brackets between Di, 1 ≤ i ≤ 3 and

x1D1,
∑4

i=2 xiDi to get more information.

E ∋ [D2, x1D1] =⇒ E ∋ x1ω21 = a3x1x3 + a0x1, (A.201)

E ∋ [D3, x1D1] =⇒ E ∋ x1ω31 = b2x1x2 + b0x1, (A.202)

E ∋

[
D1,

4∑

i=2

xiDi

]
= x2ω21 + x3ω31 + x4ω41 = a0x2 + b0x3 + l0x4, (A.203)

[
D2,

4∑

i=2

xiDi

]
∈ E

=⇒E ∋ x3ω32 + x4ω42 = c1x1x3 + c2x2x3 + c3x
2
3 + c0x3 + m1x

2
4 + m0x4, (A.204)

[
D3,

4∑

i=2

xiDi

]
∈ E

=⇒E ∋ x2ω23 + x4ω43 = −c1x1x2 − c2x
2
2 − c3x2x3 + n1x

2
4 − c0x2 + n0x4. (A.205)

Next we claim a3 = 0. Otherwise, if a3 6= 0, (A.201) implies that x1x3 ∈ E =⇒ x2
1 +x2

3 ∈ E.

Combining with p1 = x2
1 ∈ E, it implies x2

1 ∈ E and x2
3 ∈ E. Lemma 4.1 shows ω31 is a

constant. Then b2 = 0 =⇒ a3 = 0, a contradiction! Therefore, a3 = b2 = 0, i.e., ω21, ω31 are

constants. In addition, cyclical condition restricts that c1 = 0, i.e., ω32 ∈ P1(x2, x3).

It has been left to show that ω32, ω42, ω43 are constants. In order to do this, we need to

explore more detailed polynomial structure in E.

Let Q1 := span{xixj , xk, 1 : 2 ≤ i, j ≤ 4, 1 ≤ k ≤ 4}. E ∩Q1 contains quadratic polynomial

due to p̃1 = x2
2 + x2

3 + x2
4 ∈ E ∩ Q1. Denote p2 ∈ E ∩ Q1 with least positive quadratic rank in
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E ∩ Q1. Then 1 ≤ r(p2) ≤ 3. Without loss of generality, we can assume

p2 =
∑

2≤i,j≤4

Aijxixj + d0x4 ∈ E ∩ Q1. (A.206)

By linear rank, p
(2)
2 does not contain term xix4, 1 ≤ i ≤ 3. It follows

p2 =
∑

2≤i,j≤3

Aijxixj + d4x
2
4 + d0x4 ∈ E ∩ Q1. (A.207)

By an orthogonal transformation fixing x1 and x4, we can assume

p2 = d2x
2
2 + d3x

2
3 + d4x

2
4 + d0x4 ∈ E ∩ Q1. (A.208)

Similarly, by using bracket of
∑4

i=2 xiDi, we can seperate homogeneous quadratic part of

p2,

p
(2)
2 (x) =

[
4∑

i=2

xiDi, p2(x)

]
− p2(x) = E2,3,4(p2(x)) − p2(x) =

4∑

i=2

dix
2
i ∈ E. (A.209)

Again we use method of Vandermonde matrix, we have

E ∋ p
(2)
2 (x) =






k1∑

i=2

x2
i , if d4 = 0, 2 ≤ k1 ≤ 3,

k1∑

i=2

x2
i + x2

4, if d4 6= 0, 1 ≤ k1 ≤ 3.

(A.210)

Notice previous orthogonal transformation keeps quadratic function p0, p1, p̃1 and linear

rank structure unchange. This is quite important.

In terms of rank of p2, we discuss the following cases.

Case [4.1.1] p2 = x2
2 ∈ E.

Then p̃2 := p̃1 − p2 = x2
3 + x2

4. It follows that

1

2
[L0, p2] −

1

2
= x2D2 ∈ E (A.211)

and
1

2
[L0, p̃2] − 1 = x3D3 + x4D4 ∈ E. (A.212)

Then
E ∋[x2D2, x3D3 + x4D4]

= x2x3ω32 + x2x4ω42

= c2x
2
2x3 + c3x2x

2
3 + m1x2x

2
4 + c0x2x3 + m0x2x4.

(A.213)

It follows c2 = c3 = m1 = 0, i.e., ω32, ω42 are constants. (A.205) shows that

ξ := n1x
2
4 + n0x4 ∈ E =⇒ ξ(2) =

[
1

2
[L0, p̃2], ξ

]
− ξ = n1x

2
4 ∈ E. (A.214)
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If n1 6= 0, then x2
4 ∈ E =⇒ x2

3 ∈ E. By Lemma 4.1, we obtain ω43 is a constant, a

contradiction. Therefore, n1 = 0 and ω43 is a constant.

Case [4.1.2] p2 = x2
4 ∈ E.

Then p̃2 := p̃1 − p2 = x2
2 + x2

3. It follows that

1

2
[L0, p2] −

1

2
= x4D4 ∈ E (A.215)

and
1

2
[L0, p̃2] − 1 = x2D2 + x3D3 ∈ E. (A.216)

Then

E ∋[x2D2 + x3D3, x4D4]

= x2x4ω42 + x3x4ω43 = m1x2x
2
4 + n1x3x

2
4 + m0x2x4 + n0x3x4.

(A.217)

It follows m1 = n1 = 0, i.e., ω42, ω43 are constants.

Notice (A.204) and (A.205) become

M1 := c2x2x3 + c3x
2
3 + m0x4 ∈ E, (A.218)

M2 := c2x
2
2 + c3x2x3 − n0x4 ∈ E, (A.219)

and
1

2

[
1

2
AdL0 p̃2, M1

]
= c2x2x3 + c3x

2
3 ∈ E, (A.220)

1

2

[
1

2
AdL0 p̃2, M2

]
= c2x

2
2 + c3x2x3 ∈ E. (A.221)

Combining p̃2 = x2
2 + x2

3 ∈ E and Lemma 4.2, we obtain ω32 is a constant.

Case [4.1.3] p2 = x2
2 + x2

3 ∈ E.

Naturally, we have p̃2 := p̃1 − p2 = x2
4 ∈ E. By using same argument as Case [4.1.2], ωij ’s

are constants for i, j ∈ {2, 3, 4}.

Case [4.1.4] p2 = x2
2 + x2

4 ∈ E.

Naturally, we have p̃2 := p̃1 − p2 = x2
3 ∈ E. It follows that

1

2
[L0, p2] = x2D2 + x4D4 ∈ E, (A.222)

1

2
[L0, p̃2] = x3D3 ∈ E, (A.223)

which results in

[x2D2 + x4D4, x3D3] =x2x3ω32 + x3x4ω34

=c2x
2
2x3 + c3x2x

2
3 − n1x3x

2
4 + c0x2x3 − n0x3x4 ∈ E.

(A.224)

Then c2 = c3 = n1 = 0, i.e., ω32, ω43 are constants.

Notice (A.204) implies m1x
2
4 + m0x4 ∈ E ∩ Q1. Since p2 has least positive quadratic rank,

m1 = 0 =⇒ ω42 is a constant.
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Case [4.1.5] p2 = x2
2 + x2

3 + x2
4 ∈ E.

(A.204) and (A.205) imply

ξ1 :=c2x2x3 + c3x
2
3 + m1x

2
4 + m0x4, ξ2 := −c2x

2
2 − c3x2x3 + n1x

2
4 + n0x4. (A.225)

Notice ξ1, ξ2 ∈ E ∩ Q1. Then by least quadratic rank property in E ∩ Q1, we induce ξ
(2)
i =

λip2 for 1 ≤ i ≤ 2 and some λi ∈ R. Thus, we get λ1 = λ2 = 0 =⇒ c2 = c3 = m1 = n1 = 0 =⇒

ωij ’s are constants for i, j ∈ {2, 3, 4}.

Up to now, we prove that Ω is a constant matrix in Case [4.1].

Case [4.2] r(p1(x)) = 1, i.e., p1 = x2
4 ∈ E ∩ Q.

Naturally, we obtain p̃1 := p0 − p1 =
∑3

i=1 x2
i ∈ E. It follows that

1

2
[L0, p1] = x4D4 ∈ E, (A.226)

1

2
[L0, p̃1] =

3∑

i=1

xiDi ∈ E. (A.227)

By bracketing two differential operators, we get

E ∋

[
3∑

i=1

xiDi, x4D4

]
=

3∑

i=1

xix4ω4i

= l1x1x
2
4 + m1x2x

2
4 + n1x3x

2
4 + l0x1x4 + m0x2x4 + n0x3x4.

(A.228)

It implies l1 = m1 = n1 = 0, i.e., ω4i’s are constants for 1 ≤ i ≤ 3.

Let Q1 := real vector space spanned by {xixj , xk, 1 : 1 ≤ i, j ≤ 3, 1 ≤ k ≤ 4}. E ∩ Q1

contains quadratic polynomial due to p̃1 ∈ E ∩ Q1. Denote p2 ∈ E ∩ Q1 with least positive

quadratic rank in E ∩ Q1. Then 1 ≤ r(p2) ≤ 3. Without loss of generality, we can assume

p2 =
∑

1≤i,j≤3

Aijxixj + d0x4 ∈ E ∩ Q1. (A.229)

By an orthogonal transformation fixing x4, we have

p2 =

k1∑

i=1

dix
2
i + d0x4 ∈ E, (A.230)

where 1 ≤ k1 ≤ 3 and di 6= 0. By technique of Vandermonde matrix proposed in [19]., we can

assume

p2 =

k1∑

i=1

x2
i . (A.231)

Then we only need to discuss three cases.

Case [4.2.1] p2 = x2
1 ∈ E.

Case [4.2.2] p2 = x2
1 + x2

2 ∈ E.

Case [4.2.3] p2 = x2
1 + x2

2 + x2
3 ∈ E.

By using the same argument of Lemma 5.12 in Case (V), we can prove ωij ’s are constants

for i, j ∈ {1, 2, 3}. Then Ω is a constant matrix.
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A.25 Proof of Theorem 5.20

Theorems 5.3, 5.5, 5.7, 5.11, 5.14, 5.17, 5.7 demonstrate Ω possesses partially constant

structure. By applying Theorem 4.5, hi’s are affine functions.


